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The dissociative photoionization reactions of two small, oxygenated organics, namely 1,3-dioxolane and methyl vinyl ketone, were studied by photoelectron photoion coincidence (PEPICO) spectroscopy. Experiments involving 1,3-dioxolane were carried out in the photon energy range of 9.5–13.5 eV. The statistical thermodynamics model shows that a total of six dissociation channels are involved in the formation of three fragment ions, namely $\text{C}_3\text{H}_5\text{O}_2^+$ ($m/z$ 73), $\text{C}_2\text{H}_5\text{O}^+$ ($m/z$ 45) and $\text{C}_2\text{H}_4\text{O}^+$ ($m/z$ 44), with two channels contributing to the formation of each. By comparing the results of *ab initio* quantum chemical calculations to the experimentally derived appearance energies of the fragment ions, the most likely mechanisms for these unimolecular dissociation reactions are proposed, including a description of the relevant parts of the potential energy surface.

In the case of methyl vinyl ketone, an important atmospheric intermediate in the oxidation of isoprene, between 9.5–13.8 eV four main fragment ions were detected at $m/z$ 55, 43, 42, and 27 aside from the parent ion at $m/z$ 70. The $m/z$ 55 fragment ion ($\text{C}_2\text{H}_5\text{CO}^+$) is formed from ionized MVK by direct methyl loss, while breaking the C–C bond on the other side of the carbonyl group results in the acetyl cation ($\text{CH}_3\text{CO}^+$, $m/z$ 43) and the vinyl radical. The $m/z$ 42 fragment ion is formed via a CO loss from the molecular ion after a methyl shift. The lightest fragment ion, the vinyl cation ($\text{C}_2\text{H}_3^+$ at $m/z$ 27), is produced in two different reactions: acetyl...
radical loss from the molecular ion and CO-loss from C$_2$H$_3$CO$^+$. Their contributions to the $m/z$ 27 signal are quantified based on the acetyl and vinyl fragment thermochemical anchors and quantum-chemical calculations. Based on the experimentally derived appearance energy of the $m/z$ 43 fragment ion, a new, experimentally derived heat of formation is proposed for gaseous methyl vinyl ketone ($\Delta H_{0K} = -94.2 \pm 4.8$ kJ mol$^{-1}$; $\Delta H_{298K} = -110.4 \pm 4.8$ kJ mol$^{-1}$), together with cationic heats of formation and bond dissociation energies.
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CHAPTER 1: INTRODUCTION

The profound understanding of unimolecular reactions plays an essential part in exploring and explaining much complex phenomena in different sciences, including chemistry, physics, and biology. Information gained from such reactions can help to better describe complicated systems and to construct reliable models to predict their behaviors. Physical chemistry can contribute to this essential information by providing thermodynamic, kinetic and even mechanistic data on systems of interest.

Photoelectron spectroscopy (PES) and photoionization mass spectrometry (PIMS) are two instrumental techniques that have been used for decades to gather fundamental data on gas phase systems. These two techniques are both based on the same process: the ionization of a neutral precursor by incoming light to produce both photoelectrons and photoions. PES and PIMS look at opposite sides of the same coin by detecting either the electrons (PES) or the ions (PIMS) formed upon photoionization, while discarding the other half of the information generated during a photoionization event. By combining these two techniques, and collecting both photoions and photoelectrons in coincidence, one can achieve an experiment that is truly more than just the sum of its parts: photoelectron photoion coincidence (PEPICO) spectroscopy. PEPICO not only combines the advantages of both PES and PIMS, but it also provides additional information due to the fact that photoelectrons and photoions are detected in coincidence with each other (*i.e.* electrons and ions originating from the same neutral precursor are paired with each other). PEPICO spectroscopy can provide fundamental thermodynamic and kinetic information on gas phase systems, as well as a better understanding of the underlying
mechanisms in unimolecular dissociations. A detailed discussion of the versatile information that can be obtained from PEPICO experiments is given in Chapter 2 of this work.

As a detection technique, modern-day PEPICO is close to being an ideal analytical tool. It achieves three goals of an ideal technique simultaneously: it is universal (can be applied to a wide variety of samples), selective (can unambiguously differentiate between similar analytes, even isomers) and sensitive (can detect components with short lifetimes or low concentrations). PEPICO spectroscopy has also been successfully used to study numerous gas phase systems. It provides both kinetic information and highly accurate thermochemical data. Due to this high accuracy, PEPICO is a well-suited technique to provide experimental results that can be used as a standard to check the reliability and accuracy of predictions made by theoretical models and quantum chemical calculations. First principles trajectory calculations can be used to predict electron ionization mass spectra, and a number of algorithms have been proposed to explore potential energy surfaces and identify unimolecular reaction pathways. While mass spectra sometimes show remarkable agreement with experiment, an accurate prediction of the fragment ion masses and their relative intensities does not necessarily validate the underlying mechanism. Furthermore, even the most careful computational studies may miss important reaction channels in the absence of experimental information. Therefore, unveiling the dissociation mechanism of relatively small and simple organic molecules and providing a statistical model to predict rates and branching ratios as a function of internal energy is inherently useful for the development of automated reaction discovery methods.

Results from PEPICO experiments can also serve as input parameters for studying environments that either cannot be, or are challenging to be studied directly (e.g. systems of combustion, atmospheric or even extra-terrestrial chemistry). Models describing these
environments cannot be more accurate than their least accurate input parameter. Therefore, it is crucial to obtain high accuracy inputs in order to improve these models. Small oxygenated organic species play a key role in many of these systems. As fuels or fuel additives they are either starting materials or intermediates in combustion reactions; they are present in our atmosphere (due to either natural or anthropogenic emission) and can affect its complex reactions systems; and they have been detected in environments even beyond our planet and may hold the key to the origin of life.\textsuperscript{6-8} In this work the gas phase dissociative photoionization of two such molecules – 1,3-dioxolane and methyl vinyl ketone – is discussed, using photoelectron photoion coincidence spectroscopy.

In previous works on small, oxygenated molecules, cationic fragmentation patterns were encountered which looked deceptively simple at first glance but turned out to be quite complex in the end. For example, both acetic acid anhydride\textsuperscript{9} (almost 50% oxygen by weight) and dimethyl carbonate\textsuperscript{10} (more than 50% oxygen by weight) were studied using PEPICO spectroscopy in combination with \textit{ab initio} quantum chemical calculations and statistical modeling.\textsuperscript{11} In both cases, the dissociative photoionization mechanism included numerous isomerization steps and even bifurcated reaction pathways. The parallel and sequential dissociative photoionization pathways of the practicable, biomass-derived, liquid transport fuel furfural (only 33% oxygen by weight) were studied by PEPICO and compared with previously established thermal decomposition products.\textsuperscript{12} Adipic acid (44% oxygen by weight), a model dicarboxylic acid for secondary organic aerosol components, does not directly result in a parent ion due to poor Franck–Condon overlap, but instead dissociates at the ionization onset.\textsuperscript{13} Overall, 1,3-dioxolane, as the simplest stable saturated heterocyclic acetal and containing more than 40% oxygen by mass, fits well into the efforts of our research group to map out the ionic
fragmentation mechanisms and energetics of oxygen-rich systems. Notwithstanding its simple ring structure and electron ionization mass spectrum, it may still hold the potential for complex multi-step ion fragmentation mechanisms.

Methyl vinyl ketone (MVK), the simplest unsaturated ketone – even though containing only 23% oxygen by mass – also fits well with our wider range project of studying important small, oxygenated molecules, as it is a key atmospheric intermediate in the tropospheric oxidation of isoprene. Naturally occurring volatile organic compounds emitted from biogenic sources play an important role in atmospheric photochemistry. The most abundant of these compounds is isoprene, which is produced at an estimated rate of 500 Tg year⁻¹, accounting for approximately half of the annual biogenic non-methane hydrocarbon emission worldwide.¹⁴-¹⁶ Isoprene readily undergoes oxidation in the atmosphere and one of the main intermediates of these reactions is methyl vinyl ketone. As isoprene shows high reactivity towards numerous oxidizers, it has a major influence on atmospheric oxidation chemistry by impacting the amount of available radicals.¹⁷-¹⁹ In a recent review, Wennberg et al. give an extensive summary of these reactions,²⁰ outlining the complexity of atmospheric isoprene oxidation. Even though atmospheric reactions of isoprene have been well studied,²⁰,²¹ there is much less available information on the gas phase chemistry of the main oxidation intermediates, such as methyl vinyl ketone.

In the first part of this dissertation, I will discuss the basic principles and theoretical background of PEPICO spectroscopy, followed by an overview of the experimental information this technique can provide and the main tools of data analysis. The next part of this work will present experimental data on the dissociative photoionization of two small, oxygenated molecules (1,3-dioxolane and methyl vinyl ketone) studied by PEPICO spectroscopy. Besides
the experimental data, detailed data analysis and discussion will also be included as the closing of each project. This chapter of the dissertation will finish with the conclusions of each of the studied systems. Finally, in Appendix A, a chronological overview of the main steps with key importance in the development of PEPICO spectroscopy is provided.
CHAPTER 2: THEORY AND TECHNIQUES

In this chapter, I aim to provide a detailed description of photoelectron photoion coincidence (PEPICO) spectroscopy, the underlying theory, and related techniques. First, the basic principles related to PEPICO spectroscopy will be discussed, including details about the coincidence experiment and the wealth of information provided thereby. The following part of this chapter is a summary of tools utilized in PEPICO data analysis, including modeling based on statistical thermodynamics, and quantum chemical calculations.

2.1. PEPICO 101 – The Basics of PEPICO Spectroscopy

2.1.1. The Principles of Photoionization

As mentioned in Chapter 1, photoelectron photoion coincidence (PEPICO) spectroscopy can be regarded as a combination of photoelectron spectroscopy and photoionization mass spectrometry. All three of these techniques share the attribute that they are based on the same process: photoionization of a neutral sample. In principle, all of them use light in the vacuum ultraviolet (VUV) energy range (10–200 nm ≈ 6–125 eV) to ionize gas phase molecules. In general, this process can be described as:

\[ AB + h\nu \rightarrow AB^+ + e^- \rightarrow A^+ + B + e^- \]  

Eq. (1)

where AB represents the neutral sample molecule, \( h\nu \) is the incoming photon absorbed by the sample, \( AB^+ \) is the molecular ion (photoion) formed upon ionization and \( e^- \) is the ejected photoelectron. The same process is depicted in Figure 1.
Figure 1. Dissociative photoionization of a neutral molecule (AB)\textsuperscript{11}

If the energy of the absorbed photon is more than the adiabatic ionization energy (AIE) of the sample, photoionization can occur. By further increasing this energy, as demonstrated by Eq. (1) and Figure 1, the molecular ion can undergo fragmentation, producing a fragment ion (A\textsuperscript{+}) and a neutral fragment (B). These further fragmentation steps play a key role in PEPICO experiments (\textit{vide infra}). The minimum energy required for fragmentation – the energy at which the fragment ion A\textsuperscript{+} first appears – is called the appearance energy (E\textsubscript{0}). If the dissociative photoionization occurs on a purely attractive potential energy surface (\textit{i.e.} through a mechanism with no reverse barrier, such as the one shown on Figure 1), this appearance energy (E\textsubscript{0}) connects the 0 K heats of formation (\Delta_{f}H_{0K}) of the precursor (AB) and fragments (A\textsuperscript{+} and B) through the following thermochemical equation:

$$E_{0} = \Delta_{f}H_{0K}[A^{+}] + \Delta_{f}H_{0K}[B] - \Delta_{f}H_{0K}[AB]$$  \hspace{1cm} \text{Eq. (2)}

As E\textsubscript{0} is experimentally measured, if any two of the three heat of formation values in Eq. (2) are known, the third one can be calculated. This feature has led to accurate heat of formation determination for several gas phase species using PEPICO spectroscopy.\textsuperscript{11, 22}
Applying the principle of conservation of energy to the generalized photoionization process in Figure 1, assuming that $h\nu < E_0$, the following relation, shown in Eq. (3) can be established.

\[
E_{\text{ion}} = h\nu - IE - KE + E_{\text{thermal}} \tag{3}
\]

In this equation, $E_{\text{ion}}$ is the internal energy of the photoion produced upon photoionization, $h\nu$ is the photon energy of the ionizing radiation, IE is the ionization energy of the neutral precursor, KE is the kinetic energy of the photoelectron, and $E_{\text{thermal}}$ is the thermal energy of the neutral prior to dissociation. In a photoionization experiment, the photon energy of the ionizing radiation ($h\nu$) is experimentally controlled, the ionization energy of the neutral (IE) is known from literature or can be experimentally measured or estimated by high level quantum chemical calculations, and the thermal energy ($E_{\text{thermal}}$) can be obtained from the calculated thermal energy distribution of the neutral ($P(E)$) at $T$ temperature. The latter can be calculated using the Boltzmann formula as shown in Eq. (4),

\[
P(E) = \frac{\rho(E)e^{-E/k_BT}}{\int_0^{\infty} \rho(E)e^{-E/k_BT}} \tag{4}
\]

where $k_B$ is the Boltzmann constant, and $\rho(E)$ is the density of states function of the neutral.

Consequently, based on Eq. (3), if the kinetic energy of a photoelectron (KE) can be experimentally determined, the internal energy of the corresponding photoion originating from the same ionization event will become available, making it possible to study internal energy selected photoions. In order to do so, however, two main challenges must be overcome: 1) The kinetic energy of the photoelectrons must be measured accurately; and 2) One must be able to match the photoelectrons with the corresponding photoions produced from the same neutral precursor. Threshold photoelectron photoion coincidence (TPEPICO) spectroscopy can fulfill
both of these requirements. By only considering zero kinetic energy (threshold) electrons and
detecting these in coincidence with the corresponding photoions (i.e. photoelectrons and
photoions produced in the same ionization event are paired) the internal energy of the ions can be
selected.

2.1.2. The How-to of Coincidence – Detection Techniques in Threshold PEPICO

As mentioned in the previous subchapter, threshold photoelectron photoion coincidence
(TPEPICO) spectroscopy opens up the possibility for ion internal energy selection in
photoionization experiments by detecting photoions in coincidence with zero kinetic energy
(ZKE or threshold electrons). Next, it will be discussed how coincidence detection is achieved,
followed by a more detailed description on photoelectron energy and photoion mass analysis.

In general, during a PEPICO experiment, a neutral sample is ionized by vacuum
ultraviolet radiation. The produced photoelectrons and photoions are extracted with electric
fields in opposite directions from the interaction volume and are detected at opposite ends of the
PEPICO spectrometer. On one side of the experimental setup, photoelectrons are energy
analyzed, and only those with zero kinetic energy are considered for coincidences. On the other,
photoions are separated based on their time-of-flight, which is correlated to their mass. Like
every TOF measurement, this technique requires a start signal, as well, from which the flight
time of the ions can be measured. In PEPICO spectroscopy this start signal is provided by the
detected photoelectron. A schematic of a typical setup is depicted in Figure 2.
Figure 2. A general experimental setup for TPEPICO experiments

A coincidence event consists of an electron start and an ion stop signals. Due to their significantly lower mass, photoelectrons hit the electron detector almost immediately after the photoionization event, compared to the time needed for the corresponding photoions to reach the ion detector (which is the ions’ time-of-flight). If the detected electron and ion originate from the same neutral upon photoionization, there will be a time correlation between the electron start and ion stop signal. Such event is called a true coincidence. True coincidences result in recorded TOF peaks centered around the same values (corresponding to the different masses of detected ions). On the contrary, if the electron start and ion stop signals from two different ionization events are paired, the resulting time difference will be a random value, and such, these so-called false coincidences will be evenly distributed within the TOF window of a measurement and will result in a uniform background with random (Poisson) noise on it.

The specific method of coincidence detection strongly depends on the detection rate of photoelectrons and photoions. Historically, the first PEPICO spectrometers had relatively low ionization rates, due to the moderate light intensity of laboratory-based VUV light sources. Furthermore, considering that only a portion of the produced photoelectrons and photoions were successfully detected and the fact that in the case of threshold PEPICO spectroscopy only zero kinetic energy electrons are considered, the coincidence detection rates could be as low as a few coincidence counts per second (a few 0.01% of the total ionization rate). These conditions (i.e.
time between detected coincidences is large compared to the measured ion TOF values) make it possible to detect coincidences in a so called single-start/single-stop scheme.

In a single-start/single-stop coincidence detection scheme, a start signal is provided by a detected photoelectron. This electron signal will start a time measurement that will be stopped by the first following ion signal, providing the ion time-of-flight. No further electrons are detected until this corresponding ion signal is recorded on the ion detector. If the ionization rate is low enough, this electron-ion pair is the only one formed within the maximum TOF window of the measurement, therefore correlating these two particles is relatively straightforward. False coincidences may arise from overlapping ionization events, or if either the electron or the ion is not detected successfully, in which case correlation may occur between two particles originating from different ionization events. If the ionization rate increases, ionization events will start to significantly overlap, therefore the single-start/single-stop coincidence scheme cannot be used under such conditions, as it would mainly register false coincidences and the true coincidence signal would be lost under the background noise. As Bodi et al. discuss in their work, the only reasonable data acquisition scheme for two-particle time-of-flight coincidence experiments with high count rates is a so-called multiple-start/multiple-stop setup. In this coincidence acquisition scheme, all threshold electron and ion signals are collected, and their arrival times are recorded relative to a master clock. Then every electron is correlated with every ion the arrival time of which is within a preset maximum value (usually slightly higher than the TOF of the heaviest expected ion) from the electron detection time. False coincidences will still provide a flat background – as there is no TOF correlation between the electrons and ions – and true coincidences will appear as structured TOF-peaks. This detection scheme has been successfully
implemented for the most recent, synchrotron based PEPICO spectrometers (for further details on synchrotrons, see Appendix A), where ionization rates can be as high as $10^6 \text{ s}^{-1}$.

One unique feature of PEPICO spectroscopy is that due to the fact that ions and electrons are detected in coincidence, the collection efficiencies for both particles and therefore the total ionization rate can be experimentally determined. The electron and ion collection efficiencies ($\eta_e$ and $\eta_i$) can be calculated using the coincidence count rate ($N_c$) and the measured electron and ion count rates ($N_e$ and $N_i$), as shown in Eq. (5) and Eq. (6).

$$\eta_e = \frac{N_c}{N_i} \quad \text{Eq. (5)}$$

$$\eta_i = \frac{N_c}{N_e} \quad \text{Eq. (6)}$$

The electron collection efficiency is a combination of collection efficiency of the experimental setup and the fraction of electron kinetic energies that is collected. Therefore, in order to obtain the collection efficiency of threshold electrons, a measurement should be carried out at the ionization energy of the sample, where only threshold electrons are produced. On the contrary, the ion collection efficiency can be measured at any photon energy and can be even used to detect any correlation between ion collection efficiency and ion mass. From these efficiencies, the total ionization rate ($N_T$) can be obtained as:

$$N_T = \frac{N_e}{\eta_e} = \frac{N_i}{\eta_i} \quad \text{Eq. (7)}$$

After discussing the basics of coincidence detection in PEPICO spectroscopy, let’s focus on the electron and ions detection methods separately, in more detail. The detection of photoelectrons is based on velocity map imaging (VMI), a technique originally developed in 1997 by Eppink and Parker\textsuperscript{25} by improving on the previous photofragment ion imaging method.
of Chandler and Houston. Under VMI conditions, charged particles are dispersed based on their initial velocity. Those with zero initial kinetic energy are focused to a central spot, whereas others to concentric rings the radii of which are proportional to the particles’ initial velocity perpendicular to the extraction axis. This approach for threshold electron detection was first applied to photoelectron photoion coincidence experiments by Li and Baer in 2002. The main advantage of this approach was that threshold electrons could be focused down from a relatively big ionization volume to a sub-millimeter spot on the electron detector. By applying velocity focusing, Li and Baer reported an increase in the measured threshold electron signal by a factor of 10 and in the electron energy resolution by a factor of 4.

Since in VMI, the electrons are focused onto concentric rings based not on their total velocity, rather their velocity component perpendicular to the extraction axis, energetic electrons whose initial velocity points directly towards, or away from the detector are also focused to and detected in the central spot alongside with threshold electrons. Even though these hot electrons only represent a small portion of all energetic electrons, there is no easy way to distinguish between them and the true zero kinetic energy electrons focused to the central spot on the detector. Therefore, VMI focusing efficiently suppresses but does not completely eliminate the contamination of the threshold electron signal by energetic electrons. The complete separation of energetic and threshold electron signals, had been a challenge in the field of PEPICO spectroscopy since the very first photoelectron photoion coincidence experiment, and is commonly referred to as the “hot electron problem”.

This challenge of accounting for the hot electron contamination under VMI conditions was solved by Sztáray and Baer in 2003. In their setup, they used a multichannel plate (MCP) detector with two different anodes for the detection of electrons. One of these detected electron
signal from the center of the detector, whereas the other one collected signal from a ring area around the central spot. A schematic of their original design is shown in Figure 3.

Figure 3. The original detector design for hot electron subtraction in TPEPICO

As hot electrons contribute to signal all over the detector, the ring area collected signal from energetic electrons only, while the center spot collected both threshold and hot electrons. By subtracting the ring signal (which originates purely from hot electrons) from the center signal (which is a mixture of both hot and threshold electrons) one can obtain signal that comes exclusively from zero kinetic energy, threshold electrons. During the subtraction, an experimentally derived factor ($f$) is used in order to account for the area differences between the center and ring electrodes (Eq. (8)). This factor can be approximated by the area ratios or the two electrodes, as described in Eq. (9)

$$\text{Threshold signal} = (\text{Center signal}) - f(\text{Ring signal})$$  \hspace{1cm} \text{Eq. (8)}

$$f \approx \frac{A_1}{A_2}$$  \hspace{1cm} \text{Eq. (9)}

where $A_1$ and $A_2$ refer to the areas of the center and ring electrodes respectively. As the factor, $f$ depends on the distribution of electron kinetic energies, which may vary between experiments,
Eq. (9) only gives an approximate value that may need to be adjusted to account for the total hot electron contamination detected on the center electrode.

VMI uses moderate to high electric fields (up to 100–200 V cm\(^{-1}\)) to extract photoelectrons from the ionization region. Such electric fields are sufficiently strong to affect the photoionization process, by red shifting the ionization energy of the sampled neutrals. As the external field is already “pulling” the electrons out from the ionization region, the neutral will ionize at slightly lower photon energies than its actual zero field ionization energy. This phenomenon is called the Stark-effect, and the resulting energy depression referred to as the Stark-shift. This latter can be approximated as:\(^{30}\)

\[
\Delta E \approx 6\sqrt{F} \text{ (V cm}^{-1})
\]

Eq. (10)

In Eq. (10) \(F\) is the electric field in units of V cm\(^{-1}\), which provides the energy difference in cm\(^{-1}\). Hence, the application of an electric field between 100–200 V cm\(^{-1}\) will result in a Stark shift ranging between approximately 60–85 cm\(^{-1}\) (7.4–10.5 meV). The energy resolution of modern coincidence spectrometers is high enough to detect such shift, which therefore needs to be accounted for (see Chapter 3.2 on methyl vinyl ketone) in determining ionization energies.

After discussing the details of electron detections, let’s take a closer look to the ion side of a PEPICO spectrometer. In photoelectron photoion coincidence experiments, ion mass analysis is carried out by a Whiley–McLaren type\(^{31}\) time-of-flight mass spectrometer. The space focusing conditions of such setup enables good mass resolution even when photoions are extracted from a relatively large ionization region by a constant electric field. Due to the fact that photoions are produced with a wide spatial distribution, the initial kinetic energy distribution of isomass ions (ions with the same mass) after extraction is also widened. Photoions closer to the beginning of the extraction region are accelerated at a shorter distance and therefore reach a
lower kinetic energy when entering the field free drift tube than isomass ions extracted further from the ionization volume. For the sake of clarity, let’s consider two isomass ions: ion A was close to the first extraction plate when extracted from the ionization region, whereas ion B was extracted from further down the ionization volume. When ions A and B enter the next stage of the mass spectrometer – the flight tube – they will have different kinetic energies. Even though ion B needs to travel a longer path, it has experienced the extraction field for a longer time than ion A, therefore inside the flight tube it will “catch up” with the latter. This focus point (or plane) where the isomass ions are at the same distance from the ionization spot, and therefore space focusing is achieved, is impractically close to the beginning of the flight tube if only a single-stage extraction is used. In this case, the distance between the end of the extraction region and the plane of focusing is strictly twice as much as the distance between the former and the center of the ionization volume. This cannot provide sufficient ion mass separation based on time-of-flight. In a Whiley–McLaren type mass spectrometer this problem is solved by the addition of a second, higher-field acceleration region between the first extraction region and the flight tube (in Figure 2 this is the area between the dashed lines). By this addition, the position where space focusing is achieved becomes tunable, and isomass ions can be focused directly onto the ion detector, which can be placed far from the ionization volume to provide sufficient ion mass analysis based on ion time-of-flight.

After being separated based on their times of flight, the ions are usually detected by a microchannel plate detector. Such setup can be further upgraded by adding a reflectron in order to increase the mass resolution (although at the price of inevitably losing some of the ion signal).
2.1.3. Information Provided by TPEPICO

As mentioned in the Introduction, PEPICO spectroscopy can be regarded as a combination of photoelectron spectroscopy and photoionization mass spectrometry. Therefore, it can provide the same information as these techniques and even more, due to the coincident detection of photoelectrons and photoions, which was discussed in the previous subchapter.

Firstly, if only the threshold electrons are considered from a TPEPICO experiment, one can obtain a threshold photoelectron spectrum. In the case of a TPEPICO experiment, this spectrum is obtained by scanning the photon energy and plotting the detected threshold electron signal as a function of $h\nu$. Whenever the incoming photon can move the system to a certain ionic state, the resulting threshold photoelectrons will be detected as a peak in the photoelectron spectrum. Besides obtaining spectral information about the ionic states, a threshold photoelectron spectrum can also be used to experimentally determine the ionization energy (IE) of the neutral, which usually corresponds to the position of the first peak in the threshold photoelectron spectrum. One of the unique powers of TPEPICO spectroscopy is that it provides mass-selected threshold photoionization spectra (ms-TPES) as well, by selectively looking at threshold photoelectrons that are coincident with ions of a given mass over charge ratio. This feature can be extremely beneficial in the study of gas phase reaction mixtures, such as photolysis or combustion reaction products. In these cases, by choosing electrons detected in coincidence with a given ion mass, the threshold photoionization spectra of various neutrals in the mixture can be obtained. As the threshold photoelectron spectrum of a neutral can serve as a “spectral fingerprint”, by comparing the obtained mass-selected spectra to literature standards or simulated TPES from Franck-Condon calculations, they can be used to identify the neutral. For example, Hemberger et al. studied the pyrolysis of meta-xylyl bromide, which readily produces
meta-xylyl radicals under pyrolytic conditions through Br-loss.\textsuperscript{32} The resulting radicals can undergo further H-loss at higher temperature, which is accompanied by a rather drastic isomerization as well (a methylene shift from \textit{meta} to \textit{para} position). Both the meta-xylyl radical and the H-loss product para-xylylene were identified by comparing their mass-selected threshold photoelectron spectra to simulated ones. A similar approach was used to study the gas-phase photochemistry of acetylacetone by Antonov \textit{et al.},\textsuperscript{33} where several photolysis products of the molecule were identified based on their mass-selected photoionization spectra obtained from PEPICO measurements.

From the thermochemical (or energy) standpoint, the most important and certainly the most information-rich result obtained from PEPICO experiments is the breakdown diagram. The breakdown diagram is a plot of the fractional ion abundances as a function of photon energy or, equivalently, of ion internal energy. In the case of a TPEPICO experiment, when only zero energy (threshold) electrons are considered, the ion internal energy can be calculated from Eq. (3) as:

\[ E_{\text{ion}} = h\nu - \text{AIE} + E_{\text{thermal}} \quad \text{Eq. (11)} \]

As the photon energy \((h\nu)\) is experimentally controlled, the adiabatic ionization energy of the sample (AIE) is usually known, and its thermal energy distribution can be calculated (see Eq. (4)), the ion internal energy \((E_{\text{ion}})\) can be obtained. At low energies – under the first dissociation limit of the molecule, but above its ionization energy – the ion signal consists only of the molecular ion. However, as the first dissociation limit is approached, due to the thermal energy distribution of the sample molecules (also depicted in \textbf{Figure 1} by the Gaussian-shaped distributions along the \(y\)-axis), some of the molecular ions, the ones with highest internal energy, will start to fragment. Specifically, the more thermal energy the precursor neutral molecule has,
the lower photon energy it will need to have enough energy to dissociate. By the time the photon energy reaches the 0 K dissociation limit \((hν = E₀)\), all of the molecular ions – even those with no excess thermal energy – can fragment. In this case, the molecular ion signal will fall to zero, provided that the molecular ions fragment faster than the time scale of the experiment. This energy, which is called the 0 K appearance energy of the fragment ion, is independent of the initial thermal energy distribution of the sample. The slope of the fall of the molecular ion breakdown curve, and consequently that of the rise of the fragment ion signal, reflects the internal energy distribution and, therefore, is a function of temperature. The lower the temperature, the narrower the initial thermal energy distribution, and therefore the steeper the slopes of the breakdown curves. Due to a narrower thermal energy distribution, the first molecular ions will start to fragment closer to \(E₀\), and therefore the molecular ion fractional abundance will fall to zero faster. Consequently, the breakdown diagram contains information about the initial temperature of the sample. Previously, this fact was only used to extract accurate \(E₀\) values for the determination of enthalpies of formation.\(^{34,35}\) As the shape of the breakdown curves change with temperature, but \(E₀\) does not depend on it, this approach can be used to obtain thermochemical information with high certainty based on Eq. \((2)\), through redundant determinations of the same \(E₀\) value. Recently, it was demonstrated that this property of the breakdown curves can also be used to measure the temperature of short-lived molecules, or even the time dependent cooling of radicals in a complex, non-equilibrium environment. In their experiment, Voronova \textit{et al.} studied the dissociative photoionization of methyl peroxy radicals.\(^{36}\) The radicals were generated by a pulsed laser from a CH₄–O₂–Cl₂ reaction mixture according to following scheme:
\[
\text{Cl}_2 \xrightarrow{355 \text{ nm}} 2 \text{Cl} \quad \text{Eq. (12)}
\]

\[
\text{CH}_4 + \text{Cl} \rightarrow \text{CH}_3 + \text{HCl} \quad \text{Eq. (13)}
\]

\[
\text{CH}_3 + \text{O}_2 \rightarrow \text{CH}_3\text{OO} \quad \text{Eq. (14)}
\]

The produced methyl peroxy radicals were irradiated by tunable synchrotron VUV radiation (for details on synchrotrons, see Appendix A) and the resulting photoelectrons and photoions were detected in coincidence. It was demonstrated that the internal temperature of the radicals can be obtained by modeling the experimental breakdown curve and, furthermore, it was proposed that by plotting the breakdown curves corresponding to different time intervals after the generation of the radicals (i.e. the laser pulse), one can approximate the temperature change of these short-lived species as a function of time.

As mentioned above, the breakdown diagram contains information about the appearance energy \( (E_0) \) of the fragment ions. Based on Eq. (2), this value can be used to obtain accurate thermochemical values, such as heat of formation and other related quantities as discussed in Chapter 2.1.1. An example for such results can also be seen in Chapter 3.2.3, in the Thermochemistry section, related to the dissociative photoionization of methyl vinyl ketone.

Finally, considering the masses of the different fragment ions in a PEPICO experiment along with the shape of the breakdown diagram, one can establish a general idea about the mechanism of the studied dissociative photoionization (\textit{vide infra}, in Chapter 3). The shape of the breakdown curves may indicate if fragment ions are produced in parallel dissociation or in a consecutive fashion from a previous fragment ion. These shapes may also point out if certain fragment ions are produced through more than one channel, which case is well demonstrated by the dissociative photoionization of 1,3-dioxolane\(^{37}\) (\textit{vide infra}, in Chapter 3.1.3).
Besides providing thermodynamic information though accurately measured appearance energies, PEPICO spectroscopy can also yield kinetic information. Experimental ionic dissociation rates can be obtained from the PEPICO ion TOF distributions (peak shapes). The typical range of ion dissociation rates that can be measured is between $10^4 - 10^7$ s$^{-1}$, but can be expanded by using different extraction field settings or by the addition of a deceleration region after the first flight tube in a Whiley–McLaren type mass analyzer, followed by a second, shorter drift region. The possibility of slow dissociation increases with the size of the molecule and with its dissociation energy. This phenomenon is explained by the fact the energy flow takes place at a finite rate between all the possible vibrational-rotational modes of a polyatomic ion. The bigger the molecule and the deeper its potential well, the longer it may take for the deposited energy to be funneled into a specific internal degree of freedom that corresponds to dissociation. This can result in kinetic shift, which is defined by Lifshitz – based on the work of Chupka$^{38}$ – as ‘the excess energy required to produce detectable dissociation of a polyatomic ion’ [within the time frame of the experiment]. He also classifies a specific case of kinetic shift, competitive shift, as a type of kinetic shift which ‘arises from the competitive decay rates between the various fragments’.$^{39}$ Due to the kinetic shift, the actual appearance energy ($E_0$) of a fragment ion may be significantly lower than the photon energy where this fragment ion is first detected.$^{40}$

Therefore, in order to extract accurate $E_0$ values and obtain accurate heats of formation based on Eq. (2), it is crucial to gain information about the kinetics of the dissociation, which can be used to properly extrapolate to the appearance energy.

Depending on the unimolecular rate of the molecular ion’s dissociation, it will fragment at different sections of the Whiley–McLaren type$^{31}$ time-of-flight mass spectrometer used for ion mass analysis. If the dissociation is fast, the molecular ions will dissociate immediately after
they have enough excess internal energy to do so. In this case, the fragment ions’ uniform flight times will result in sharp peaks in the TOF spectra. On the contrary, if the dissociation is slower, the molecular ion will dissociate while traveling in the first extraction region, and the fragment ions’ total flight time will depend on the exact position where the dissociation took place. If a metastable molecular ion dissociates in this region, the product ions will produce a quasi-exponential TOF peak with flight-time values between those of the fragment ion and the intact molecular ion, the shape of which changes with the rate constant of the dissociation. An example for this phenomenon from this dissertation is given in the case of methyl vinyl ketone (see Chapter 3.2), where the TOF peak shapes of the m/z 42 fragment ion indicated a slow dissociation (Figure 15). Taking into account the thermal distribution of the sample, the dissociation rate, \( k(E) \), can be modeled and with the geometry of the spectrometer, the applied voltages, these rate curves can be fitted to the asymmetric peak shapes from the experiment (\textit{vide supra}, in Chapter 2.2). By extrapolating to the energy where \( k(E) \) reaches zero, the accurate appearance energy can be determined, even if considerable kinetic shift is present.

If the dissociation is even slower, molecular ions may dissociate after the first extraction region. As the ions usually spend only a minimal portion of their flight time in the second, shorter but higher field acceleration region, fragment ions produced in this area are usually not detected as their intensity does not exceed the false coincidence background. If a molecular ion dissociates in the field free drift region, the fragment ions will be detected at the same TOF as the parent ion, unless a deceleration and a second, shorter drift regions are added after the first one. These latter two will decelerate fragment ions produced in the first drift region more than the remaining molecular ions, therefore these can be separated, and the fragment ions born in the first drift region will produce a broad peak at even higher TOF-values than the parent ion.
Consequently, the position and shape of time-of-flight peaks obtained from a PEPICO measurement can provide kinetic information on the dissociation of the studied ion.

All in all, photoelectron photoion coincidence spectroscopy can be used to obtain lots of information on the studied systems, including spectroscopic, thermodynamic, and kinetic data as well as mechanistic information on dissociative photoionization reactions of gas phase samples.

### 2.2. In Statistical Thermodynamics We Trust – PEPICO Data Analysis

In the previous subchapters, the basics of threshold PEPICO spectroscopy were discussed, starting with a general description on the studied photoionization process, followed by a detailed discussion on how this technique achieves coincident detection of photoelectrons and photoions, and finally, demonstrating the versatility of the information that can be obtained from such experiments.

In this subchapter, the focus will shift to data analysis and the most important tools used to extract information from experimental data provided by photoelectron photoion coincidence spectroscopy. First, I will discuss how the experimental data (including both the breakdown diagram and experimental time-of-flight ion distributions) is modeled using the tools of statistical thermodynamics. Then, I will give a short overview of the different types of quantum chemical calculations, which are used to aid the modelling process and to provide further mechanistic insight into the studied dissociative photoionization processes.

#### 2.2.1. The Modeling Code for PEPICO Data Analysis

In order to extract accurate kinetic and thermochemical information, the dissociation rates and internal energy distributions need to be carefully modeled. Even though certain software packages\(^{42-44}\) had been available to model parts of the experimental data recorded in PEPICO experiments, there was no widely available code specialized in the modeling of such data until
2010, when Sztáray et al. made their code available for the scientific community.\textsuperscript{11} This code uses statistical thermodynamics to model the breakdown diagram and ion TOF distributions, and therefore provides information of reactions rates from which accurate thermochemical onsets can be derived.

For each model, the program takes rotational constants and vibrational frequencies of neutrals, ions, and transition state structures (when applicable), which are provided by quantum chemical calculations, to calculate the necessary number and density of states for the simulations.

After obtaining the necessary energy dependent density and number of state functions from the provided frequency sets, the next step of the modelling process is the calculation of the thermal energy distribution of the neutral precursor, as shown in Eq. (4). It is assumed, that upon ionization the thermal energy distribution is directly transferred to the ionic manifold (also shown in Figure 1; note how the Gaussian-like curve along the y-axis, representing the thermal energy distribution of the neutral is transferred to the ionic surface), therefore the molecular ion’s internal energy can be simply calculated as:

\[
E(M^+) = E(M) + h\nu - IE \quad \text{Eq. (15)}
\]

In Eq. (15) \(E(M^+)\) is the internal energy of the molecular ion and \(E(M)\) is the internal energy of the neutral, whereas \(h\nu\) and IE represent the photon energy and the ionization energy, respectively. The above-mentioned assumption proved to be true for most systems, with a few exceptions of small molecules such as H\(_2\)O or CH\(_3\)I, where the internal energy distribution of the molecule did not transfer directly to the molecular ion, revealing interesting underlying dynamical phenomena.\textsuperscript{45}
If only one, fast dissociation channel is present, the relative abundance of the fragment ion will be determined by what portion of the molecular ions have enough excess energy (due to their internal energy distribution) to dissociate, provided that the photon energy is lower than this dissociation limit \((E_0)\). At \(E_0\), the molecular ion’s relative abundance reaches 0\%, and that of the fragment ion 100\%. However, if the dissociation is slow (approximately between \(10^4 \text{–} 10^7 \text{ s}^{-1}\), indicated by asymmetric peaks in the TOF spectra) or if other, parallel dissociation channels are also present within the photon energy range of the experiment, it is also necessary to calculate to dissociation rates as a function of internal energy. These rates are used to extrapolate to accurate \(E_0\) values if the dissociation is slow and significant kinetic shift is present, or to calculate the relative rates of parallel dissociations and therefore accurately model the relative abundances of different fragment ions produced through these channels.

The modeling code of Sztáray \textit{et al.} offers the application of several different unimolecular rate theories. In the works presented in this dissertation, two of these – (rac)-RRKM and SSACM \textit{(vide infra)} – were utilized, hence these will be discussed herein. In both rate theories, which are special cases of the RRKM theory, developed by and named after Rice, Ramsperger, Kassel and Marcus, the unimolecular rate constant, \(k(E)\) is calculated from the following expression:

\[
k(E) = \frac{\sigma N^\ddagger(E - E_0)}{h \rho(E)}
\]

where \(N^\ddagger(E-E_0)\) represents the number of states of the transition state at \((E-E_0)\) excess energy above the dissociation limit, \(\rho(E)\) is the precursor ion density of states, \(\sigma\) is the reaction degeneracy and \(h\) is Planck’s constant. The main difference between rate theories is their approach to calculate \(N^\ddagger(E-E_0)\) in Eq. (16).
When modeling experimental PEPICO data using (rac)-RRKM theory, \( N^\ddagger(E-E_0) \) in Eq. (16) is calculated from the fixed vibrational frequencies of a rigid activated complex, which represent a fixed geometry of the transition state involved in the reaction. In the case of reactions proceeding through a loose transition state (i.e. simple bond fission, when a reverse barrier in not present and the dissociation occurs on a purely attractive potential energy surface), the geometry and, therefore, the vibrational frequencies of the transition state vary with internal energy but these collectively can be approximated by a suitably chosen structure where the bond corresponding to the reaction coordinate is stretched out.

In contrast with (rac)-RRKM theory, where \( N^\ddagger(E-E_0) \) is calculated from a specific transition state geometry, the simplified statistical adiabatic channel model (SSACM) does not require any information about the structure of the TS. SSACM can be regarded as an correction to the phase space theory (PST), where \( N^\ddagger(E-E_0) \) in Eq. (16) is calculated from the product vibrational frequencies and moments of inertia.\(^{51}\) Whereas (rac)-RRKM calculations only require information about the transition state but not the product ions and neutrals, PST (and consequently SSACM) does not consider the former and only require information about the products of the dissociation. Therefore, SSACM might be better suited for the treatment of dissociations occurring on a completely attractive potential energy surface without the involvement of a higher energy reverse barrier. PST, however, tends to overestimate the rates at higher energies, therefore, to correct this behavior, an adjustable function was incorporated to prevent the rate constants from increasing too rapidly at high excess energies, and hence significantly deviating from experimental data. The functional forms of rigidity factor were derived by relating to the Statistical Adiabatic Channel Model and, therefore it is called simplified SACM or SSACM theory. This energy dependent rigidity factor accounts for the
anisotropy of the potential energy surface upon dissociation, and depending on the actual structure of the precursor ion and the products, it can take several different forms to accurately account for this anisotropy.\textsuperscript{52,53}

After calculating the rates of parallel dissociations, the next step in the modelling process is the treatment of consecutive dissociations, if any. A consecutive dissociation occurs when a daughter ion undergoes further fragmentation, and therefore becomes the parent of a new dissociation step as illustrated by Eq. (17).

\begin{equation}
ABC^+ \rightarrow AB^+ + C \rightarrow A^+ + B + C
\end{equation}

Eq. (17)

As the product ion $AB^+$ becomes a parent ion for $A^+$ in the consecutive dissociation step, the internal energy distribution of $AB^+$ must be known to model this reaction. In contrast to parallel dissociations, where the internal energy distribution of the molecular ion ($ABC^+$) can be calculated based on the temperature, Eq. (4), this approach cannot be used when the internal energy distribution of a daughter ion is needed. Instead, this distribution can be calculated from the original internal energy distribution of the molecular ion ($ABC^+$) considering how the excess energy after dissociation ($E - E_0$) is partitioned between the ionic and neutral fragments ($AB^+$ and $C$ respectively) according to Eq. (18).

\begin{equation}
E - E_0 = E_i + E_n + E_{\text{trans}}
\end{equation}

Eq. (18)

Here, $E_i$ and $E_n$ are the internal energies of the ionic and neutral fragments and $E_{\text{trans}}$ is the translational energy released in the process. Consequently, the internal energy distribution on $AB^+$ will be broadened compared to that of the molecular ion, $ABC^+$. The internal energy distribution of the fragment is calculated for each energy in the parent ion’s energy distribution, $P(E)$ and then summed over the parent distribution. The modeling program calculates the product ion energy distribution at a given excess energy, $P(E_i, E - E_0)$ as:\textsuperscript{54,55}
\[ P(E_i, E - E_0) = \frac{\rho_{AB}^+(E_i) \int_{E_0}^{E - E_0 - E_i} \rho_c(x) \rho_{tr}(E - E_0 - E_i - x) \, dx}{\int_{E_0}^{E - E_0} \rho_{AB}^+(y) \left( \int_{E_0}^{E - E_0 - y} \rho_c(x) \rho_{tr}(E - E_0 - y - x) \, dx \right) \, dy} \tag{19} \]

where \( \rho_{AB}^+ \) and \( \rho_c \) are the densities of states for the fragment ion and the neutral fragment respectively, and \( \rho_{tr} \) is the translational density of states. After obtaining the internal energy distribution of the fragment ion, this function is used to calculate the energy dependent rate of the consecutive dissociation as shown in Eq. (16). These steps can be repeated for further consecutive dissociations.

Besides parallel and consecutive dissociations, certain other phenomena can also be taken into account by the modelling code of Sztáray et al. One such effect is quantum mechanical tunneling, which occurs when a particle overcomes a barrier even though its energy is less than that of the barrier. Tunneling is a purely quantum mechanical phenomenon and has no equivalent in classical physics. As the probability of tunneling quickly decreases with the size of the particle, the only case in dissociative photoionization reactions when tunneling is usually considered is reactions involving H-shift or H-loss. Tunneling dominates only in a narrow energy range, close to the barrier, the energy range about which PEPICO spectroscopy can provide detailed information. Tunneling effects can alter the appearance energy \( (E_0) \) of certain fragment ions, therefore it is important to account for these and include the possibility of tunneling in the code used for modeling such data. Our PEPICO modeling code offers the possibility to include tunneling effects when calculating reaction rates by using a modified version of the RRKM rate constant:

\[ k(E) = \frac{\sigma}{\hbar \rho(E)} \int_{-V_1}^{E - V_0} k(\varepsilon_t) \rho(\varepsilon_t) \rho(\varepsilon_t - V_0 - \varepsilon_t) \, d\varepsilon_t \tag{20} \]
In Eq. (20) $V_0$ and $V_1$ represent the barrier height in the forward and backward directions. Besides these the probability of tunneling also depends on the width of the barrier, represented by the critical vibrational frequency ($\nu_c$), which is incorporated into the transmission coefficient, $\kappa(\varepsilon_i)$, as described by Miller.$^{56}$

After obtaining the internal energy distributions of all precursors and the reaction rates for every dissociation channel, the modelled breakdown diagram and TOF distributions can be constructed. The breakdown diagram, which is the plot of fractional ion abundances as a function of photon energy, can be modeled using the calculated ion energy distributions and the dissociation rates. The photon energy dependent breakdown curve of the molecular ion, $BD(h\nu)$, can be calculated according to Eq. (21):

$$BD(h\nu) = \int_{E_0-IE}^{E_0-I\varepsilon} P(E, h\nu) \, dE + \int_{E_0-I\varepsilon}^{+\infty} P(E, h\nu) \exp(-k(E)\tau_{\text{max}}) \, dE \quad \text{Eq. (21)}$$

The first part of the sum of this equation describes the case of fast dissociations, when the molecular ion immediately dissociates as soon as it has enough energy to do so. Therefore, the relative abundance of the molecular ion only depends on its normalized internal energy distribution at a given photon energy, $P(E, h\nu)$. The width of this distribution is governed by the temperature of the sample, via Eq. (4), whereas $E_0$ (where the parent ion signal decreases to zero) is independent of it. The fractional abundance of the fragment ion is given by the area of the internal energy distribution that lies above the dissociation limit, $E_0$. $\varepsilon_0$ represents the ionization energy of the sample. The second integral in the sum of Eq. (21), accounts for the case of slow dissociations, when the parent ion does not necessarily dissociate within the time frame of the experiment even if it has enough internal energy to do so. In this case, the internal-energy dependent rate constant, $k(E)$ needs to be calculated as well. This is done as described
previously by Eq. (16) (or by Eq. (20) if tunneling is considered). To account for this kinetic shift, the ion energy distribution function is multiplied by the probability that the molecular ion does not dissociate within a given time, \(\tau_{\text{max}}\). This time is determined by the experimental geometry and the extraction field used for the experiment.

The fragment ion breakdown curve \(\text{BD}_{\text{fragment}}(h\nu)\) can be calculated in a way complementary to Eq. (21):

\[
\text{BD}_{\text{fragment}}(h\nu) = \int_{E_0 - IE}^{+\infty} P(E, h\nu)(1 - \exp(-k(E)\tau_{\text{max}})) \, dE \quad \text{Eq. (22)}
\]

In the case of parallel dissociations, the breakdown curve of a particular fragment ion, \(\text{BD}_i(h\nu)\) can be calculated as a modified form of Eq. (22):

\[
\text{BD}_i(h\nu) = \int_{E_0 - IE}^{+\infty} P(E, h\nu) \frac{k_i(E)}{\sum_j k_j(E)} \left(1 - \exp \left(-\sum_j k_j(E)\tau_{\text{max}}\right)\right) \, dE \quad \text{Eq. (23)}
\]

where \(\frac{k_i(E)}{\sum_j k_j(E)}\) represent the branching ratios between the fragment ion in question (i) and all the other fragment ions (j).

As the last step of the modelling process, the code calculates the TOF distributions at given energies if slow dissociations are in fact in play. Since the unimolecular rate information is carried in the asymmetric fragment ion peaks, and in order to gain information about the energy dependent rate constant, these peak shapes can be modeled. First, the relationship between the dissociation times, and the corresponding experimental channels (TOF bins) needs to be established. This relation is given by the function \(\tau(\text{TOF})\). The relation between the peak shape of a fragment ion and the unimolecular rate constant is given as:

\[
\text{Fr}_i(h\nu) = \int_{E_0 - IE}^{+\infty} P(E, h\nu)(\exp(-k(E)\tau(\text{TOF}_i)) - \exp(-k(E)\tau(\text{TOF}_{i+1}))) \, dE \quad \text{Eq. (24)}
\]
where $F_r(h\nu)$ is the normalized fragment ion peak height in TOF bin $i$, $P(E,h\nu)$ is the internal energy distribution of the parent ion, $k(E)$ is the energy dependent rate constant, and $E_0$ and IE are the appearance energy of the fragment ion and the ionization energy of the neutral respectively.

During the modeling process, different parameters are optimized to obtain the best fit to the experimentally measured data. The most commonly optimized parameters are the appearance energies of the different fragment ions ($E_0$ values) and the activation entropy (tightness) of the transition states leading to each fragment. These latter are optimized by changing either the vibrational frequencies of the transition state structures or the rigidity factor for (rac)-RRKM and SSACM models, respectively. Further parameters that can be optimized in the model include the temperature of the sample, several time-of-flight parameters – such as channel numbers and peak widths – and tunneling parameters (if tunneling is considered).

2.2.2. Quantum Chemical Calculations

Quantum chemical (QC) calculations play a crucial role in PEPICO data analysis. They not only provide input parameters (vibrational and rotational frequencies of stationary points on the potential energy surface) for the modeling code described above, but also help to explore the different dissociation mechanisms playing a part in the studied dissociative photoionization processes. Here, a typical scenario for quantum chemical calculations is discussed with some focus on the different types, in order to further demonstrate the data analysis carried out after a PEPICO experiment. The specifics of the calculations used for each project are described at the corresponding parts of the results, therefore only a general overview is given herein.

The starting point of quantum chemical calculations for PEPICO data analysis is usually Density Functional Theory (DFT) based on the B3LYP (Becke, 3-parameter, Lee–Yang–
Parr) hybrid functional.\textsuperscript{60, 61} In general, DFT methods calculate the properties of a many electron system based on the electron density. Using a single electron density function instead of describing the movement of each electron is the system significantly simplifies the calculations and, hence decreases the computational cost.

As the first step of the QC analysis of PEPICO data, the neutral molecule and the molecular ion are optimized using B3LYP calculations, and the vibrational and rotational frequencies from these calculations are used as inputs for the statistical model in order to calculate the internal energy distribution as described in Eq. (4). Next, based on the experimental breakdown diagram, a preliminary dissociation scheme is constructed (using the \(m/z\) values of the detected ions and the order in which they appear), and the possible fragments are also optimized at B3LYP level. Simply based on the energy difference between the possible fragments and the precursor (also called the thermochemical limit), certain reactions – the thermochemical limits of which are significantly higher than the experimental data suggests – can be excluded at this point.

For those remaining reactions that may play a part in the studied dissociative photoionization process, the next step is a search for transition states and the identification of possible reaction mechanisms. This is carried out by scanning the reaction coordinate. If a local maximum (\textit{i.e.} a transition state) is identified by these scans, the structure is optimized at B3LYP level, and the vibrational frequencies are used as an input for (rac-)RRKM modeling. In certain cases, when a TS structure is hard to find this way, the use of the Synchronous Transit-Guided Quasi-Newton (STQN) method\textsuperscript{62, 63} might be able to identify the missing local maximum on the potential energy surface. This method searches for a saddle point, provided the optimized structures of the reactant and product(s). When a transition state is identified by either of these
methods, an intrinsic reaction coordinate (IRC) calculation$^{64}$ is usually carried out to prove that the TS structure in fact connects to the correct minima. In the case of IRC calculations, starting from a transition state, the potential energy surface is scanned in both the forward and reverse directions, towards the highest gradient (i.e. the steepest slopes of the PES). These directions are followed until minima are reached. If these optimized minimum structures agree with the expected reaction, the transition state is accepted, otherwise it is rejected.

If scanning along a reaction coordinate does not indicate a local maximum, meaning that the dissociation occurs on a purely attractive potential energy surface without the involvement of a reverse barrier, there are two options depending on which method is used for modeling the experimental data. If (rac-)RRKM theory is used, which requires TS vibrational frequencies as an input, the transition state can be approximated by a constrained optimization where the bond corresponding to the reaction coordinate is elongated to approximately 4‒5 Å. In the case of SSACM theory, which requires the product vibrational and rotational frequencies instead, the fragment ion and neutral are optimized and used for the statistical model.

The last step of the QC calculational part of PEPICO data analysis is refining the energies of the identified stationary points on the potential energy surface by so-called composite methods. These QC methods aim for providing highly accurate thermochemical values by trying to extrapolate to the infinite basis, full-CI (configuration interaction) limit using various levels of theory (level of electron correlation) and basis sets. For the projects discussed in this dissertation, the following composite methods were used: G3, G4 (Gaussian–3 and Gaussian–4 respectively)$^{65,66}$, CBS-QB3 (Complete Basis Set method)$^{67,68}$, W1U (Weizmann $ab$ initio method)$^{69-71}$.
Of all the composite methods listed above, W1U is without doubt the most computationally expensive. To illustrate the exponentially increasing cost of calculations, let’s consider the CPU time spent on optimizing the neutral molecule of 1,3-dioxolane (one of the compounds of interest in this work) using the above methods. Each calculation was started from a molecular structure already optimized at B3LYP level. The fastest composite methods were G3 and CBS-QB3, which both took less than an hour of CPU time (51 and 39 minutes respectively). Using G4, the CPU time increases from minutes to hours, totaling in around 3 hours and 45 minutes. Finally, the W1U calculation increased the required CPU time by another order of magnitude, requiring somewhat more than 13 days. Further considering that the required computational time rapidly increases with the size of the molecule, it becomes clear why high-level QC calculations are not usually suitable to obtain information about molecules containing more than a handful of heavy atoms.

After obtaining the necessary vibrational and rotational frequencies and exploring different possible mechanisms involved in the studied dissociative photoionization process, several models are constructed using these possible pathways. The experimentally derived appearance energies from the best fit of the models then compared to the ones obtained from refined energy calculations using composite methods and based on their agreement the different dissociation mechanisms are identified.
CHAPTER 3: RESULTS AND DISCUSSION

In this chapter, the dissociative photoionization (DPI) of two small, oxygenated organic molecules will be discussed, as studied by photoelectron photoion coincidence spectroscopy. The two molecules of interest are 1,3-dioxolane, the smallest stable, cyclic acetal and methyl vinyl ketone, the simplest unsaturated ketone. Both of these compounds fit well into the major thrust in our research group to map the dissociative photoionization reactions of small oxygen containing organics with either combustion or atmospheric relevance.

Even though both of these compounds fall into the same broad category, the work presented herein tells two, almost completely different stories. On the one hand, 1,3-dioxolane is mostly of interest in combustion chemistry due to its relatively high oxygen content (43% by mass). The PEPICO analysis of its dissociative photoionization revealed a rather complex mechanism, which could not be predicted simply based on the low number of different fragment ions detected in the PEPICO experiment. Therefore, this project presented complex challenges in modeling the experimental breakdown diagram and exploring the underlying reactions pathways in the studied DPI process.

Methyl vinyl ketone, on the other hand, is mostly relevant in atmospheric chemistry as it is one of the main intermediates of the atmospheric oxidation of isoprene, the most abundant non-methane hydrocarbon in the atmosphere, which is not related to anthropogenic emission. Compared to 1,3-dioxolane, the reactions involved in the dissociative photoionization of methyl vinyl ketone are simpler and more straightforward. This fact, however, opens up the opportunity to gain accurate thermochemical information from the experiment, which can be relevant in modeling reactive atmospheric environments. Therefore, while the study of 1,3-dioxolane focuses
mostly on precisely describing all reactions playing a part in the observed DPI, the project of methyl vinyl ketone aims to provide accurate thermochemical data from our PEPICO experiment.

In the first half of this chapter, I will focus on the PEPICO study of 1,3-dioxolane, including a literature review, experimental details of the coincidence experiment, results and discussion, then I will move on to the project of methyl vinyl ketone and follow a similar layout. Finally, conclusions about the two projects are provided at the end of Chapter 3.

Experiments presented herein were carried out at the CRF-PEPICO (Combustion Reactions Followed by PEPICO) endstation at the VUV beamline of the Swiss Light Source. In Chapter 3, only experimentally relevant parts of this coincidence spectrometer are discussed. A more detailed account on recent developments in the field of PEPICO spectroscopy – including a more in-depth description of CRF-PEPICO – can be found at the end of this dissertation in Appendix A.

3.1. Dissociative Photoionization of 1,3-Dioxolane – We Need Six Channels to Fit the Elephant

3.1.1. Background and Literature Overview

Small oxygenated organic molecules play a key role in several reactive gas-phase environments, such as combustion, atmospheric or even extra-terrestrial environments. In order to better understand these systems, which are oftentimes challenging or even impossible to study directly, it is important to gain a solid basic understanding about the gas-phase chemistry of these molecules. Photoelectron photoion coincidence spectroscopy is a well-suited tool to obtain fundamental physical chemical information (e.g. thermochemical, kinetic or even mechanistic data) on such systems. As mentioned previously, in Chapter 1 of this work, PEPICO
spectroscopy has revealed rather complex cationic fragmentation patterns in the case of several small, oxygenated organics so far, the dissociative photoionization of which looked deceptively simple at first glance. 1,3-Dioxolane (containing 43% oxygen by mass) fits well with these previously studied oxygen-rich systems, and therefore complex, multistep ionic fragmentation mechanisms were anticipated.

Besides its application in organic synthesis as a polar aprotic solvent, 1,3-dioxolane is used in polymer chemistry and alternative fuel development. 1,3-Dioxolane and its derivatives can serve as monomers in the production of polyether-type polymers through ring opening polymerization under various conditions.\textsuperscript{72-75} Furthermore, they are promising biofuel components or fuel additives to improve physical and chemical properties of diesel fuels via intake oxygen enrichment.\textsuperscript{76-79} Despite its potential use in alternative fuels – in particular, due to its high oxygen content – accurate and detailed data on the dissociation of 1,3-dioxolane ions is largely absent in recent literature. Electron ionization (EI) mass spectrometric studies on 1,3-dioxolane\textsuperscript{80,81} date back more than forty years. At the time, the main fragment ion masses were identified at $m/z$ 73, 45, and 44 and a tentative mechanism was proposed for their formation. This mechanism suggests that the $m/z$ 73 and $m/z$ 44 fragment ions are produced in parallel dissociation reactions via H- and CH$_2$O-loss respectively, whereas the $m/z$ 45 fragment ion is formed in a consecutive CO-loss step from the $m/z$ 73 daughter ion. However, EI is too blunt an ionization technique to readily allow for further insights into fragmentation mechanisms, reliable structural assignments, or accurate energetics.

PEPICO spectroscopy, on the other hand, allows for meV-resolution parent ion internal energy selection and, combined with \emph{ab initio} quantum chemical calculations and statistical thermodynamics, can be used to obtain more in-depth information on the dissociative
photoionization of 1,3-dioxolane. Similar to other small, oxygenated organics (see Chapter 1), these dissociation pathways had looked deceptively simple at first, but proved to be far more complex upon closer inspection. Dissociation mechanisms were ultimately elucidated by statistical modeling of the experimental data, indicating multiple competing pathways for the formation of each fragment ion. Stationary points along these pathways were identified using density functional theory, providing a more complete picture of the dissociative photoionization processes of 1,3-dioxolane.

### 3.1.2. Methods

**Experimental.** 1,3-Dioxolane (≥99% purity) was purchased from Sigma–Aldrich and used without further purification. The room-temperature sample was seeded through a Teflon tube from the headspace of a glass vial directly into the experimental chamber of the CRF-PEPICO endstation at the vacuum ultraviolet (VUV) beamline of the Swiss Light Source. Because the sample was introduced effusively, bypassing the quartz flow-tube reactor – the key feature of the CRF-PEPICO setup – only a brief description of the experimental setup is given herein. More information on the CRF-PEPICO apparatus can be found in Appendix A of this dissertation.

The experimental chamber pressure was kept at approximately $8 \times 10^{-7}$ mbar during the experiment, of which less than $2 \times 10^{-7}$ mbar was the background. The effusively introduced sample was ionized in the ca. 2×2 mm cross-section interaction region by vacuum ultraviolet radiation. Prior to interaction with the sample, the VUV synchrotron radiation was collimated, dispersed in grazing incidence by a 150 grooves/mm blazed grating, and focused at the exit slit in a differentially pumped gas filter at a resolution of 5–8 meV at threshold. Higher harmonics were suppressed by the gas filter filled with Ne–Ar–Kr mixture at 10 mbar pressure. The photon
energy was calibrated using Ar 11s'–14s' autoionization lines at the first and second orders of the grating.

Photoelectrons and photoions were extracted in opposite directions from the interaction region by a constant 125 V cm\(^{-1}\) electric field. Photoelectrons, which provide the start signal in the multiple-start/multiple-stop coincidence acquisition scheme,\(^{24}\) were kinetic energy analyzed with sub-meV resolution at threshold using velocity map imaging (VMI) on a Roentdek DLD40 position sensitive delay-line detector mounted 750 mm from the ionization point. Zero kinetic energy (threshold) electrons are detected in the center of the image, together with those non-zero kinetic energy (“hot”) electrons that have no off-axis momentum component. In order to obtain coincidences with only true threshold electrons, the hot electron contamination can be eliminated by subtracting the product of an experimentally determined (detector area ratio) factor and the coincidence spectrum corresponding to a ring area around the central spot from the center signal (Eq. (8) and Eq. (9), see also: Chapter 2.1.2).\(^{29}\) The ions were mass analyzed by a two-stage Wiley–McLaren TOF mass spectrometer\(^{31}\) with a 2.7 cm long extraction, an 8.7 cm long acceleration and an 88.6 cm long field free drift region, and detected by a Roentdek DLD40 microchannel plate detector. The length of the extraction region combined with the applied 125 V cm\(^{-1}\) extraction field provides ion residence times in the order of microseconds. Under these conditions, metastable parent ions with unimolecular dissociation rates between \(10^3–10^7\) s\(^{-1}\) yield asymmetric fragment ion peaks in the TOF mass spectra.\(^{11}\) Such peaks were not observed during our measurements, indicating that only fast dissociations occurred. Although no asymmetry or peak shift was detected in the hydrogen-loss daughter ion \((C_3H_5O_2^+, m/z 73)\) peak, either, the low extraction field limited the mass resolution, which was insufficient for baseline separation of the molecular ion \((C_3H_6O_2^+, m/z 74)\) and the \(m/z 73\) peak, as shown in Figure 4.
Figure 4. Experimental TOF spectra (empty circles) recorded at three different photon energies. Complete baseline separation of the $m/z$ 73 (TOF = 14.43 μs) and $m/z$ 74 (TOF = 14.53 μs) peaks was not achieved, hence the application of a CoG deconvolution process was necessary (the baseline is indicated by a dashed line). Gaussian peaks fitted to the experimental data are shown as solid red and blue lines. (Note that even though not substantial, but overlap is in fact present between the peaks)

In order to determine the fractional abundances of these ions, a center-of-gravity deconvolution process was applied. The center of gravity (CoG) for these TOF bands can be calculated according to Eq. (25)

$$\mu = \frac{\int t \ I_{TOF}(t) \ dt}{\int I_{TOF}(t) \ dt}$$

Eq. (25)

where $\mu$ is the CoG of the combined peaks ($m/z$ 73 and 74) from the hot electron-subtracted time-of-flight spectrum, $I_{TOF}(t)$. The contributions of the parent and daughter ions ($a$ and $[1 - a]$, respectively, where $0 \leq a \leq 1$) can be calculated from Eq. (26)

$$\mu = a t_1 + (1 - a) t_2$$

Eq. (26)
where \( t_1 \) and \( t_2 \) are arrival times of the \( \text{C}_3\text{H}_6\text{O}_2^+ (m/z \ 74) \) and \( \text{C}_3\text{H}_5\text{O}_2^+ (m/z \ 73) \) ions, respectively.

**Computational.** The Gaussian 09 suite of programs\(^{85}\) was used for *ab initio* quantum chemical calculations to provide further insight on the dissociative photoionization mechanism of 1,3-dioxolane, including input for the statistical model. Reaction paths and transition state (TS) structures were located by constrained optimizations and by the synchronous transit-guided quasi-Newton (STQN) method.\(^{62,63}\) Vibrational frequencies and rotational constants were calculated at the B3LYP/6-311++G(p,d) level of theory\(^{60,61}\) and were used to obtain a thermal energy distribution of the neutral precursor molecule, densities and numbers of states in the rate equation, Eq. (16), and the internal energy distribution of the intermediate fragments based on a statistical distribution of product internal energies.\(^{86}\) In order to verify the reaction mechanisms, intrinsic reaction coordinate (IRC) calculations\(^{64}\) were carried out starting from the located transition states. Minima in both the forward and reverse directions were reoptimized to confirm the lowest energy structures on both the reactant and product sides. Local minima and saddle points that most likely play a role in the dissociative photoionization process were evaluated using the higher level G4 composite method.\(^{66}\) Finally, the ionization energy (IE) of 1,3-dioxolane was calculated using CBS-QB3, W1U, G3 and G4 composite methods and an average value was used in the statistical model.\(^{65-67,71}\)

**Statistical modeling.** The question whether the ergodic hypothesis holds and the dissociation is governed by statistical theory is all the more pertinent when the breakdown curves exhibit unusual trends, as is certainly the case for 1,3-dioxolane (Figure 5). In non-statistical dissociations, a nuclear\(^{87}\) or an electronic\(^{88,89}\) degree of freedom is decoupled from the rest, which may markedly change the dissociation kinetics and the resulting internal energy.
Rate constants for non-statistical channels may increase significantly and statistically minor channels may become dominant. However, as it will be shown, the competition between the six dissociation channels of dioxolane ions is near-perfectly described by statistical rate theory in the studied energy window. Therefore, the dissociative photoionization of 1,3-dioxolane passes the “duck test of statisticality” and the fragmentation process takes place on the bound ground electronic state of the cation.

The unimolecular rate constant, \( k(E) \), for each dissociation pathway at internal energy, \( E \), can be calculated using Rice–Ramsperger–Kassel–Marcus (RRKM) theory, as coded in our modeling tool and described in Chapter 2.4.1. Fractional ion abundances were modeled as a function of photon energy to obtain the breakdown diagram (solid lines, Figure 5). Experimental appearance energies were obtained from the statistical model, in which the calculated transitional frequencies of the transition states were scaled with a factor and the appearance energies were varied to fit the model to the experimental data.
Figure 5. Breakdown diagram of 1,3-dioxolane showing different regions corresponding to the identified dissociation channels (a-f). Empty circles show the experimental data points and solid lines correspond to the results from the statistical model.

3.1.3. Results and Discussion

**Dissociative photoionization processes.** Threshold photoionization time-of-flight mass spectra were recorded to examine the dissociative photoionization of 1,3-dioxolane. This process yields fragment ions with three different \( m/z \) values in the photon energy range of 9.5–13.5 eV, namely C\(_3\)H\(_5\)O\(_2\)\(^+\) (\( m/z \) 73), C\(_2\)H\(_5\)O\(^+\) (\( m/z \) 45) and C\(_2\)H\(_4\)O\(^+\) (\( m/z \) 44), in agreement with previous mass spectrometric studies on 1,3-dioxolane.\(^{80, \text{81}}\)
Figure 6. Statistical model of the breakdown diagram (left) and the dissociation channels (a-f) (right). Dashed lines represent the contribution of individual dissociation channels and solid lines correspond to the summed contribution of fragment ions with the same m/z values. (Numbering of the dissociation channels corresponds to the regions in Figure 5; structures obtained from quantum chemical calculations, see text).

The m/z 73 fragment ion is the product of a hydrogen atom loss from the molecular ion (Figure 6, reactions a and c), whereas the m/z 45 fragment may originate either from the molecular ion by formyl radical loss (Figure 6, reaction e), or from the H-loss daughter ion by a consecutive loss of carbon monoxide (Figure 6, reaction f). Similarly, there are two possible sources of the m/z 44 fragment ion as well; it can be produced either in a parallel fashion by the loss of formaldehyde from the molecular ion (Figure 6, reactions b and d) or consecutively, by formyl radical loss from the m/z 73 fragment (not pictured in Figure 6, because ruled out as a contributor, vide infra).
Visual inspection of the overall appearance of the breakdown diagram (Figure 5) can already yield significant insights into the dissociation mechanism.\textsuperscript{9,11,12,92} The first dissociation channel, the loss of a hydrogen atom from the molecular ion, yields the $m/z$ 73 fragment ion with an appearance energy of \(\approx10.0\) eV (Figure 5, region a; Figure 6, blue lines). This ion is the only detected fragment up to approximately 10.9 eV photon energy, where the second daughter ion, $m/z$ 44, appears (Figure 5, region b; Figure 6, green lines). The initial steep rise in the fractional abundance of this fragment (and the corresponding steep fall-off of the H-loss ion) indicates either a consecutive dissociation from the $m/z$ 73 daughter ion, or a parallel dissociation with a significantly looser transition state than the TS of the first dissociation channel. In the photon energy range of 11.2–11.6 eV (Figure 5, region c), a rather peculiar feature can be observed in the breakdown diagram, namely the abrupt and transient plateauing of the fractional ion abundances of the $m/z$ 73 and 44 fragment ions. This suggests that a second channel is likely to open here, producing the $m/z$ 73 fragment ion through a new mechanism (Figure 6, dotted blue line) and thereby compensating for the decline in the fractional abundance of this ion. Starting from approximately 11.7 eV, the fractional abundance of the $m/z$ 44 ion starts to increase again (Figure 5, region d), hinting at a second pathway for this fragment ion opening up (Figure 6, dotted green line). Based on the shape of the curves between 11.7 and 12.1 eV, this dissociation process is most likely in parallel with the H-loss dissociation channels. The highest energy fragment detected in the experiment ($m/z$ 45) appears above 12.0 eV. Again, the breakdown curve corresponding to this fragment ion can be clearly divided into two separate regions with different slopes (\textit{i.e.} a steeper slope up to \(\approx12.6\) eV followed by a gentler slope until the end of the photon energy range of the measurement, Figure 5, regions e and f; Figure 6, red lines).
This feature suggests that there are multiple reactions involved in the formation of the \( m/z \) 45 daughter ion.

**Modeling of the breakdown diagram.** Reaction rates and energy distributions were modeled using the tools of statistical thermodynamics and rate theory (RRKM, see Chapter 2.4.1), in order to extract accurate photoionization onsets from the experimental PEPICO data. While in general it is preferred to rely on well-established experimental IEs, such are only available if the original transition is observable and the photoelectron spectrum can be assigned.\(^\text{13}\) In the light of quantum chemical calculations carried out for this project, the 1,3-dioxolane ionization energies reported by Collin and Conde,\(^\text{93}\) and Sweigart and Turner\(^\text{94}\) are clearly overestimated at 10.02 and 9.9 eV, respectively. In the model, an adiabatic ionization energy (IE) of 9.81 eV was used, as obtained from quantum chemical calculations, by averaging the IEs at the CBS-QB3, W1U, G3 and G4 composite levels (providing calculated ionization energy values of 9.82, 9.82, 9.80 and 9.79 eV respectively). A relaxed sample temperature of 280 K provided the best fit to the measured data, which is not too far from the experimental temperature of 300 K and may indicate some expansive cooling.

The typical modeling approach for a system with a nontrivial fragmentation mechanism consists of multiple steps. First, a cursory inspection of the breakdown diagram is used to determine parallel and sequential dissociation channels, based on the steepness of the breakdown curves and their correlation, *vide supra.*\(^\text{13,95}\) Then, approximate threshold energies are obtained and used to guide *ab initio* calculations to explore the part of the potential energy surface (PES) governing the fragmentation processes. These precursor ions and transition states then provide the starting point for the statistical model, the third step, which is fitted to the breakdown diagram (and, if measured, the rate curves) to obtain quantitative energetics data. Finally,
previously calculated stationary points of the PES are refined and further calculations are carried out in order to find the most likely mechanisms which are in best agreement with the experimental data.

A cursory inspection of the dioxolane breakdown diagram, however, raises more questions than it answers. Based on the shape of the breakdown curves above the first dissociation process, *i.e.*, above 10.5 eV ([Figure 5](#), regions b–f), it appears likely that more than one channel contributes to the formation of each fragment ion in a significant way. Because of the complexity of the dissociative ionization mechanism, statistical modeling and the *ab initio* exploration of the potential energy surface are used hand-in-hand to provide a self-consistent picture of the fragmentation reactions, as outlined below.

To start, the experimental breakdown curves were fitted up to 11 eV photon energy ([Figure 5](#), regions a and b), only including the first two dissociation channels, producing the *m/z* 73 and *m/z* 44 fragment ions. The first channel was modeled as a single H-loss from the molecular ion and the best fit of the model provided an experimental appearance energy of 9.99 ± 0.02 eV. As a hydrogen loss always carries the possibility of tunneling, this channel was modeled considering this option as well. In this latter case the model shows that the H atom tunnels through a barrier at 10.14 ± 0.02 eV with the reverse barrier height and critical frequency determined computationally.  
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Figure 7. Modeling of the experimental breakdown diagram up to 11 eV photon energy. Empty circles represent experimentally measured data points, whereas solid lines show the best fit of the model. The channel producing the m/z 44 fragment ion is modeled a) as a parallel and b) as consecutive dissociation.

A cursory visual inspection of the second dissociation channel (Figure 5, region b) suggests a consecutive process, because the m/z 44 signal rises quite rapidly. However, when this channel is handled as a consecutive formyl-radical loss from the first fragment ion (m/z 73), the modeled curve is much too steep (see Figure 7, b). Overall, the inflection points, a plateau, and a sloping maximum in the m/z 44 breakdown curve reminded us more of the contours of an elephant devoured by a boa constrictor than of a typical consecutive dissociation process.

Furthermore, calculations suggest that sequential formyl loss is energetically forbidden below a photon energy of ≈13.5 eV (Table 1). Consequently, it is concluded that the m/z 44 fragment ion is formed directly from the molecular ion, for which several energetically allowed pathways are also found (vide infra). Reassuringly, when modeled as formaldehyde loss from the molecular ion, in parallel with the H-loss channel, the model breakdown curve for the m/z 44 ion is in good
agreement with the experimental data. The experimental 0 K appearance energy for the \( m/z \) 44 fragment was thus determined to be 10.81 ± 0.05 eV.

Table 1

*Calculated Thermochemical Limits for the Formation of Different \( m/z \) 44 and \( m/z \) 45 Fragment Ion Isomers*

<table>
<thead>
<tr>
<th>Ion</th>
<th>from ( m/z ) 74</th>
<th>( m/z ) 44</th>
<th>( m/z ) 45</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>CH(_2)O</td>
<td>10.344</td>
<td>H(^+) + CHO(^-)</td>
</tr>
<tr>
<td>B</td>
<td>CH(_2)O</td>
<td>9.800</td>
<td>H(^+) + CHO(^-)</td>
</tr>
<tr>
<td>C</td>
<td>CH(_2)O</td>
<td>10.994</td>
<td>H(^+) + CHO(^-)</td>
</tr>
<tr>
<td>D</td>
<td>CH(_2)O</td>
<td>11.868</td>
<td>H(^+) + CHO(^-)</td>
</tr>
<tr>
<td>E</td>
<td>CHO(^-)</td>
<td>9.583</td>
<td>H(^+) + CO</td>
</tr>
<tr>
<td>F</td>
<td>CHO(^-)</td>
<td>10.533</td>
<td>H(^+) + CO</td>
</tr>
<tr>
<td>G</td>
<td>CHO(^-)</td>
<td>10.369</td>
<td>H(^+) + CO</td>
</tr>
<tr>
<td>H</td>
<td>CHO(^-)</td>
<td>10.793</td>
<td>H(^+) + CO</td>
</tr>
</tbody>
</table>

Next, the fractional ion abundances were calculated up to 12 eV photon energy, including the plateauing and crossing region (Figure 5, regions c and d), but not including the appearance of the highest energy fragment ion \( m/z \) 45. The famous quote “With four parameters I can fit an elephant and with five, I can make him wiggle his trunk” attributed to John von Neumann (Hungarian: Neumann János Lajos) immediately comes to mind. Indeed, it was intended to model this region of the breakdown curves with the fewest possible dissociation channels, to
avoid over-parametrization. This was achieved using a step-by-step approach, in which an additional channel was included in the model only if the breakdown diagram could not be faithfully reproduced without that channel also taken into account.

To begin, an additional parallel dissociation channel was included for m/z 73 fragment ion (Figure 6, dotted blue line), which was suggested by the abruptly appearing plateau between 11.2 and 11.5 eV (Figure 5, region c). While including this channel took care of the plateau
region, at higher photon energies, the model deviated from the experimental data significantly (Figure 8, a), indicating the presence of at least one additional dissociation channel here. Modeling this channel as a consecutive dissociation from the H-loss product does not result in an acceptable fit (Figure 8, b) and quantum chemical calculations also rule out the formation of the \( m/z \) 44 ion from the H-loss product (Table 1, vide supra). Therefore, a second parallel dissociation channel, forming the \( m/z \) 44 fragment ion, was added (Figure 6, dotted green line). This expanded model provides a reasonably good fit to the experimental data up to approximately 12 eV (Figure 5, regions a-d) and the resulting best-fit appearance energies are 10.90 ± 0.08 eV and 11.30 ± 0.06 eV for the second \( m/z \) 73 and 44 channels, respectively.

Finally, the highest energy fragment, \( m/z \) 45, up to 13.5 eV photon energy was included in the model (Figure 5, regions e and f). Again, the shape of this breakdown curve indicates that there are at least two different dissociation channels involved in the formation of this fragment ion. The best fit was achieved by considering both a parallel (from the molecular ion) and a consecutive (from \( m/z \) 73) channel to form the \( m/z \) 45 fragment ion (the dashed and dotted red lines in Figure 6, respectively), with experimental appearance onsets of 11.62 ± 0.06 eV and 12.39 ± 0.09 eV, respectively. With a total of six channels (two for each detected fragment ion; see Figure 6) included in the model, a very good fit to the experimental data was achieved, as shown in Figure 5. While five parallel dissociation channels in a PEPICO experiment have been modeled already,\(^9\) this is the first time that a dissociative photoionization mechanism could be revealed and quantitatively modeled with six processes based on the mass spectral signal of only three fragment ions. Finally, let it be emphasized once more that models with fewer dissociation channels did not provide an even qualitatively acceptable fit.
Potential energy surface. By statistical rate modeling of the experimental breakdown diagram, a total of six dissociation channels were identified, including two parallel channels forming the $m/z$ 73 fragment ion through a H-loss from the molecular ion of 1,3-dioxolane (Figure 6, blue lines, channels a and c), two parallel channels forming the $m/z$ 44 fragment ion by CH$_2$O-loss from the $m/z$ 74 parent ion (Figure 6, green lines, channels b and d), and both parallel and consecutive channels forming the $m/z$ 45 fragment ion through formyl radical loss from the molecular ion or through CO-loss from the H-loss fragment ion, respectively (Figure 6, red lines, channels e and f). In order to gain further insight into the mechanisms of these dissociation reactions, density functional theory was employed at the B3LYP/6-311++G(d,p) level to explore the potential energy surface driving the fragmentation of the parent ion. Transition states were located by scanning along the internal coordinates or by using STQN calculations. The energies of the stationary points of interest were refined by the G4 composite method. Reported below are the 0 K G4 energies relative to the neutral molecule of 1,3-dioxolane. Even though a significant portion of the potential energy surface was explored, only those mechanisms are described in detail which contributed to the understanding of the dissociative photoionization mechanism.

Formation of the $m/z$ 73 fragment ion. Based on the breakdown diagram, two channels are involved in the hydrogen atom loss from the $m/z$ 74 molecular ion, resulting in the formation of the $m/z$ 73 fragment ion, as summarized in Figure 9. There are two possibilities for H-loss through direct bond cleavage from the molecular ion [1]. Dissociation of a H-atom from the acetal position (Figure 6, channel a) involves a transition state [2] at 10.123 eV energy and results in the formation of the H-loss fragment ion [3]. This calculated energy is in very good agreement with the experimentally derived 10.14 ± 0.02 eV appearance energy which was
obtained by modeling this channel including tunneling through the *ab initio* calculated Eckart barrier.\(^{54,96}\) Alternatively, a hydrogen atom can be lost from a non-acetal carbon (*Figure 6*, channel c). In this case, scanning along the C–H bond does not indicate a saddle point, which is why the transition state is looser than in the first case, the rate curve is steeper, and the channel quickly becomes competitive with increasing energy. The calculated thermochemical limit for the formation of the second H-loss fragment ion [4] is in good agreement with the experimentally derived onset of this channel (calculated: 10.847 eV; experimental: 10.90 ± 0.08 eV).

*Figure 9.* Formation of the m/z 73 fragment ion (channels a and c). The 0 K G4 appearance and internal energies are reported relative to the neutral 1,3-dioxolane molecule and the molecular ion respectively.

**Formation of the m/z 44 fragment ion.** An *ab initio* theoretical study by Bouma et al. examined the stabilities of eleven different isomers of m/z 44 fragment ions with the elemental composition of C\(_2\)H\(_4\)O\(^+\) and concluded that, besides three well-established isomers (molecular
ions of vinyl alcohol, acetaldehyde and oxirane), there is a fourth stable isomer with relatively low energy, CH$_2$OCH$_2^+$. The experimental evidence for the formation of this fourth low energy C$_2$H$_4$O$^+$ isomer was provided a few years after the theoretical study by Baumann and MacLeod. Based on this information, all four of the above mentioned isomers were considered as possible structures for the m/z 44 fragment ion detected in the dissociative photoionization of 1,3-dioxolane. When formed together with the neutral CH$_2$O fragment from the molecular ion, the G4-calculated thermochemical limits for the formation of all four isomers (9.800–11.868 eV; Table 1) are around or under the experimentally derived appearance energies (10.81 ± 0.05 and 11.30 ± 0.06 eV). In contrast, thermochemical limits for the formation of the m/z 44 fragment ion by sequential H- and CHO-losses (13.560–15.627 eV; Table 1), are several eV higher that the experimentally derived appearance energies and can thus clearly be excluded. This is in agreement with the modeling work as well, which also suggested that the m/z 44 fragment ion is formed in parallel processes.

Upon further investigation, the number of possible C$_2$H$_4$O$^+$ isomers can be narrowed down to two. According to previous studies, both acetaldehyde and oxirane exhibit further dissociations in the energy range of the breakdown diagram. However, the corresponding fragment ions were not detected in the 1,3-dioxolane experiments, which rules out the involvement of these C$_2$H$_4$O$^+$ isomers as intermediate fragment ions. Therefore CH$_2$OCH$_2^+$ [9] and the vinyl alcohol cation [12] are possible dioxolane fragment ions and these were considered in the proposed dissociation mechanisms, discussed in detail below.
Figure 10. Formation of the m/z 44 fragment ion initiated by ring-opening (channel b). The 0 K G4 appearance and internal energies are reported relative to the neutral 1,3-dioxolane molecule and the molecular ion respectively.

The pathway with the lowest energy barrier (Figure 6, channel b; Figure 10) includes two bond cleavage steps and eventually results in the formation of CH$_2$OCH$_2$\textsuperscript{+} fragment ions. The first step of this mechanism is the ring opening of the molecular ion [1] through C–C bond cleavage with a barrier at 10.536 eV (TS [5]$^\dagger$). The open chain isomer [6] of the molecular ion already contains a formaldehyde moiety at terminal position. The next step of the dissociation is a C–O bond cleavage, including a transition state [7]$^\dagger$ at 10.329 eV and resulting in the formation of an ion–neutral complex of CH$_2$OCH$_2$\textsuperscript{+} fragment ion and formaldehyde [8]. This complex can dissociate at 10.944 eV, the thermochemical limit for the formation of separate CH$_2$OCH$_2$\textsuperscript{+} [9] and formaldehyde. As the energy for this dissociation process is higher than any previous barrier involved in this mechanism, the submerged transition states will not affect the energy requirement of this reaction and, therefore, the highest barrier will be equal to the
thermochemical limit. The calculated thermochemical limit of 10.944 eV is in reasonable agreement with the experimentally derived 10.81 ± 0.05 eV.

Figure 11. Formation of the m/z 44 fragment ion initiated by hydrogen-shift (channel d). The 0 K G4 appearance and internal energies are reported relative to the neutral 1,3-dioxolane molecule and the molecular ion respectively.

The second channel producing the m/z 44 fragment ion (Figure 6, channel d; Figure 11) involves multiple bond cleavages as well and is initiated by a hydrogen shift between one of the non-acetal position carbon atoms and an adjacent oxygen atom of the molecular ion of 1,3-dioxolane [1]. The transition state [10]‡ associated with this H-shift has a calculated energy of 11.271 eV, which is in excellent agreement with the experimentally derived onset of this channel, 11.30 ± 0.06 eV. After overcoming this barrier, an ion–neutral complex [11] of ionized vinyl alcohol and formaldehyde is formed. This complex, however, has a high enough excess energy to immediately dissociate into its components – the vinyl alcohol cation [12] and formaldehyde.
Formation of the m/z 45 fragment ion. Four distinct structures were considered as the most likely isomers for the m/z 45 fragment ion. These structures are protonated vinyl alcohol, protonated acetaldehyde, protonated oxirane and CH$_3$OCH$_2^+$, all of which can be regarded as H-adducts of the analogous m/z 44 structures (vide supra). The thermochemical limits of all four possible m/z 45 isomers were calculated for two different reactions: formyl radical loss from the molecular ion and CO-loss from the H-loss fragment ion. In the case of the former, calculated values are in the range of 9.583–10.792 eV, whereas for the consecutive CO-loss, calculated thermochemical limits are between 10.202–11.412 eV (Table 1). Consequently, both paths were considered as possible ways of forming the m/z 45 fragment ions. The experimentally derived appearance energies of both of these reactions are above all calculated thermochemical limits at 11.62 ± 0.06 eV and 12.39 ± 0.09 eV, respectively. The most likely mechanisms of these reactions are described below and summarized in Figure 12 and Figure 13.

Formyl radical loss from the molecular ion starts with a ring opening step followed by a hydrogen shift (Figure 6, channel e; Figure 12). The molecular ion [1] can open up at 10.510 eV to form the open chain isomer [13] in a process without a reverse barrier. A hydrogen shift between two terminal carbon atoms of open chain isomer [13] leads to the formation of a loosely bonded ion-neutral complex of CH$_3$OCH$_2^+$ ion and formyl radical [15]. As the formation of complex [15] involves a transition state [14] with 11.343 eV relative energy, complex [15] has enough excess energy to immediately dissociate into its components, CH$_3$OCH$_2^+$ ion [16] and formyl radical, thus forming m/z 45 fragment ion in a parallel fashion. The highest calculated barrier of 11.343 eV of this reaction is in acceptable agreement with the experimentally derived 11.62 ± 0.06 eV, therefore the above described mechanism is regarded as a plausible way of forming the m/z 45 fragment ion, but the exact transition state cannot be located with certainty.
Furthermore, the calculated transition state is significantly tighter than the best fit in the statistical model, which indicates that while the calculated pathway is of lower energy, a higher-lying route with a looser transition state may be kinetically favored.

**Figure 12.** Formation of the m/z 45 fragment ion in a parallel fashion (channel e). The 0 K G4 appearance and internal energies are reported relative to the neutral 1,3-dioxolane molecule and the molecular ion respectively.

The second reaction forming the m/z 45 fragment ion is a consecutive CO-loss from the H-loss fragment ion (Figure 6, channel f, Figure 13). The model shows that the precursor for this reaction must be the H-loss fragment ion [4], as the channel forming the first H-loss fragment ion [3] (Figure 6, channel a) is completely overcome by the second H-loss channel (Figure 6, channel c) in the photon energy range where the m/z 45 fragment ion appears. Furthermore, the isomerization barrier between [3] and [4] was located at 13.488 eV, further supporting that [3] can be excluded as the precursor of the m/z 45 fragment ion in the energy range of the experiment. CO-loss from the H-loss fragment occurs through a five membered H-
shift transition state \([19]^\dagger\), similar to the one involved in the previous channel (channel e, \([14]^\dagger\)).

The formation of TS \([19]^\dagger\) is preceded by a rotational isomerization step (TS \([17]^\dagger\): 11.569 eV; rotamer \([18]\): 11.564 eV), and eventually results in the formation of a local minimum \([20]\) at 10.999 eV, which can easily lose CO through TS \([21]^\dagger\) (11.070 eV) forming \(\text{CH}_3\text{OCH}_2^+\) (m/z 45, \([16]\)). The calculated barrier for this reaction (12.088 eV) is in acceptable agreement with experimentally derived onset of the consecutive CO-loss channel at 12.39 ± 0.09 eV.

![Chemical diagram](image.png)

*Figure 13.* Formation of the m/z 45 fragment ion in a consecutive fashion (channel f). The 0 K G4 appearance and internal energies are reported relative to the neutral 1,3-dioxolane molecule and the molecular ion respectively.

### 3.2. Dissociative Photoionization of Methyl Vinyl Ketone – Thermochemical Anchors and a Drifting Methyl Group

#### 3.2.1. Background and Literature Overview

As already mentioned in Chapter 1 of this work, methyl vinyl ketone (MVK) is one of the main intermediates in the atmospheric oxidation of isoprene, the most abundant, non-methane
hydrocarbon in the atmosphere that originates from biogenic sources. Even though the atmospheric oxidation of isoprene has been extensively studied, similar information on the intermediates of this reaction is scarcer. The project detailed below, focusing on the gas phase dissociative photoionization of methyl vinyl ketone aims to make a step towards filling this blank in available literature.

In addition to being one of the main oxidation intermediates of isoprene, methyl vinyl ketone is the simplest unsaturated ketone and a model compound for more complex ketones. Available literature on the gas phase chemistry of methyl vinyl ketone focuses mostly on photolysis and photooxidation, but the reported dissociation reactions in the neutral are remarkably similar to the ionic dissociation processes of MVK (vide infra). On the one hand, Fahr et al. studied the photolysis of neutral methyl vinyl ketone at 193 nm. They found that the two main radical products of this process are methyl and vinyl radicals, which are proposed to form as \( \text{CH}_3\text{COC}_2\text{H}_3 \rightarrow \text{CH}_3 + \text{C}_2\text{H}_3 + \text{CO} \). On the other, lower energy photolysis at 308 nm of neutral MVK is dominated not by radical but by the molecular products propene and carbon monoxide as shown by Earle et al. Formation of MVK through the OH-initiated oxidation of isoprene and further oxidation of the title compound was studied by Pan et al., utilizing photoionization mass spectrometry (PIMS) with synchrotron vacuum ultraviolet radiation. They reported the adiabatic ionization energy of MVK as 9.66 eV.

In this work, MVK has been studied by photoelectron photoion coincidence spectroscopy, which provides complementary data to the literature on the gas phase chemistry of MVK, especially when it comes to thermochemistry. This project also serves as a logical continuation of experimental studies on small oxygenated species with atmospheric or combustion relevance. Threshold PEPICO (TPEPICO) experiments on the simplest ketone,
acetone, unveiled the dissociation mechanisms as well as thermochemical data of both the neutral molecule and its fragments.\textsuperscript{110-112} In a recent study on isopropanol,\textsuperscript{113} direct and roaming H-abstraction pathways were discussed, which are important in the dissociative photoionization of methyl hydroperoxide\textsuperscript{114} and acetone,\textsuperscript{115} as well as in the structurally similar urea\textsuperscript{116} and acetamide.\textsuperscript{117} Hydrogen scrambling plays a subordinate role in the dissociative photoionization of longer-chain species, \textit{e.g.}, butanone, the second simplest acyclic ketone, which was investigated by TPEPICO spectroscopy by Kercher \textit{et al.}\textsuperscript{118} Instead, the main dissociation reactions close to the butanone ionization energy are methyl and ethyl radical losses corresponding to C–C bond cleavages on either side of the carbonyl group. Acrolein shows a high degree of structural similarity to MVK, and its dissociative photoionization was studied by Li and Baer.\textsuperscript{119} The lowest energy channel in the dissociation of the acrolein ion corresponds to CO-loss. This reaction proceeds through a tight transition state, therefore it is overcome by H-loss from the aldehyde group at higher energies. As it will be discussed, MVK cations exhibit similar dissociation reactions to these carbonyl systems – including direct single bond cleavage reactions and also rearrangement-initiated CO-loss.

PEPICO experiments provide accurate thermochemical data for molecules, radicals and ions.\textsuperscript{41, 90, 120-123} Despite the importance of methyl vinyl ketone as a key intermediate in the atmospheric oxidation of isoprene, only a tentative gas-phase heat of formation is available in the literature, based on the cross-hydrogenation equilibrium with 2-ethyl-2-methyl-1,3-dioxolane in benzene.\textsuperscript{124} The most commonly used values are based on empirical rules or quantum chemical calculations (\textit{vide infra}). In addition to examining the dissociative photoionization mechanism of MVK, I also aim to provide accurate, new and/or updated thermochemical data on the neutral precursor molecule, its molecular ion, and some of the fragment ions. These gas-phase
energetics data are useful in modeling reaction systems which are hard to study directly, e.g., in atmospheric, combustion or even extra-terrestrial environments.

3.2.2. Methods

**Experimental.** Methyl vinyl ketone (≥ 99% purity) was purchased from Sigma–Aldrich and used without further purification. Gas-phase MVK was sampled from the headspace of a room temperature glass vial and introduced via an effusive inlet into the ionization chamber of the CRF-PEPICO endstation of the vacuum-ultraviolet beamline at the Swiss Light Source. The instrument is described in detail elsewhere (see Appendix A), and only the relevant parts of the experimental setup are discussed here briefly.

Prior to interaction with the sample, VUV synchrotron radiation was collimated, dispersed in grazing incidence by a 600 grooves/mm laminar grating, and focused at the exit slit in a differentially pumped gas filter at a resolution of better than 5 meV. Higher harmonics were suppressed by a factor of more than 10⁶ by a Ne–Ar–Kr mixture at 10 mbar pressure over 10 cm optical length. The photon energy was calibrated using Ar and Ne 11s'–14s' autoionization lines in first and second orders of the grating. The pressure in the experimental chamber was kept at ca. 9 × 10⁻⁷ mbar during the experiment.

The effusively introduced, room temperature sample was intersected by tunable synchrotron VUV light in an approximately 2 × 2 mm cross-section interaction region. The resulting photoelectrons and photoions were extracted from the ionization region, accelerated towards opposite ends of the experimental setup by a 125 V cm⁻¹ electric field and detected in delayed coincidence using a multiple-start/multiple-stop coincidence acquisition scheme. The start signal for coincidence analysis is provided by the photoelectrons. They are kinetic energy analyzed using velocity map imaging (VMI) on a Roentdek DLD40 position sensitive delay-
line detector mounted 750 mm from the ionization point with sub-meV resolution at threshold. Zero kinetic energy (threshold) electrons and energetic (“hot”) electrons with no off-axis momentum are both detected in the center of the image. The hot-electron contamination in the center photoelectron signal was corrected by subtracting coincidence events corresponding to a ring area around the detector center, multiplied by an experimentally determined factor (approximately the area ratio of these regions of interest; Eq. (8) and Eq. (9), see also: Chapter 2.1.2). The corresponding photoions, used as stop signal in the coincidence acquisition scheme, were mass analyzed using a two-stage Wiley–McLaren TOF mass spectrometer with a 2.7 cm long extraction, an 8.7 cm long acceleration and an 88.6 cm long field free drift region and detected by a Roentdek DLD40 microchannel plate detector. The 125 V cm\(^{-1}\) extraction field and the long extraction region lead to ion residence times in the order of microseconds. Consequently, metastable parent ions with unimolecular reaction rates between $10^3$–$10^7$ s\(^{-1}\) yield asymmetric peaks in the time-of-flight coincidence spectra. Fractional abundances of ions detected in coincidence with threshold electrons were plotted as a function of photon energy to obtain the breakdown diagram (Figure 14) while the threshold photoelectron spectrum (TPES), also depicted in Figure 14, is obtained by plotting the threshold electron count rate as a function of photon energy.
Figure 14. Experimental breakdown diagram (open circles) and the experimentally measured threshold photoelectron spectrum (solid black line) of methyl vinyl ketone.

**Computational.** The Gaussian 09 suite of programs\(^8\) was used to carry out *ab initio* quantum chemical calculations in order to find the dissociative photoionization reaction pathways of methyl vinyl ketone. Minimum structures were first optimized at the B3LYP/6-311++G(d,p) level,\(^60\),\(^61\) providing initial input for the statistical modeling. Reaction pathways and transition state structures were located by constrained optimizations and reaction coordinate scans. Transition state structures were verified by intrinsic reaction coordinate calculations.\(^64\) Finally, energies of the stationary points on the potential energy surface that most likely play part in the dissociative photoionization of methyl vinyl ketone were refined using the G4 and W1U methods.\(^66\),\(^69\),\(^70\)

**Statistical modeling.** The modeling approach for PEPICO data analysis is described in detail earlier (see Chapter 2.2.1) and only the topical aspects are discussed here. Two
approaches were used to calculate the microcanonical unimolecular rate constants $k(E)$ for each
dissociation channel: the rigid activated complex (rac-)Rice–Ramsperger–Kassel–Marcus (RRKM)$^{47-49}$ and the simplified statistical adiabatic channel (SSACM) theories.$^{11}$ In both cases, the internal-energy dependent unimolecular rate constants are obtained based on Eq. (16). The Beyer–Swinehart direct count algorithm$^{125}$ was used to calculate densities and sums of states from the harmonic vibrational frequencies.

The two approaches mainly differ by how they treat the transition state model and calculate $N^\text{t}(E - E_0)$ in Eq. (16). In rac-RRKM theory, the number of states function is calculated at the transition state geometry, which corresponds to a saddle point on the potential energy surface. Alternatively, the frequencies can be evaluated at an arbitrarily chosen geometry along the reaction coordinate if it is monotonically attractive. SSACM, an extension to the phase space theory, considers the product degrees of freedom when calculating the bottleneck along the potential energy surface. To calculate $N^\text{t}(E - E_0)$, an energy dependent rigidity factor is used in concert with the product number of states to account for the anisotropy of the potential energy surface. While rac-RRKM usually provides a reliable estimate for the kinetic and competitive shift in most cases and has been extensively used to model PEPICO data, it has been shown that it tends to overestimate kinetic and competitive shifts for fragmentations without a reverse barrier, especially if they are considerable, and underestimate the $E_0$. In such cases, SSACM used to extrapolate to the distant $E_0$ value more accurately. However, it comes short when modelling reactions involving constrained transition state structures and is prone to yield unphysical rate curves or even dropping rates with energy at high internal energies.$^{11}$ Based on the work of Chupka,$^{38}$ Lifshitz defines kinetic shift as “the excess energy required to produce
detectable dissociation of a polyatomic ion” and classifies competitive shift as a type of kinetic which “arises from the competitive decay rates between the various fragments”.39

In the past, PEPICO analyses have used at least one of the two methods or a combination of the two very successfully.90,117,126-128 In this work, rac-RRKM theory was used for channels where quantum chemical calculations identified a saddle point on the potential energy surface, i.e., a tight transition state, and SSACM theory was applied for dissociations occurring on a purely attractive potential energy surface. The transitional vibrational frequencies of the transition states (RRKM) or the rigidity factor (SSACM) and the appearance energies were optimized to fit the models to the experimental breakdown diagram and the time-of-flight mass spectra. The latter are a direct measure of the dissociation rates and are used to validate the model dissociation rate curves. In the model, the energy dependent rigidity factor, \(f(E)\), for channels modelled by SSACM theory had the following form:

\[
f(E) = \exp\left(-\frac{E - E_0}{c_1}\right) + c_2\left[1 - \exp\left(-\frac{E - E_0}{c_1}\right)\right]
\]

where \(E - E_0\) is the excess energy above the dissociation limit and \(c_1\) and \(c_2\) are adjustable parameters.52

3.2.3. Results and Discussion

**Dissociative photoionization processes.** Threshold PEPICO time-of-flight mass spectra were recorded between 9.5–13.8 eV. The dissociative photoionization of methyl vinyl ketone (\(m/z\) 70) yields four fragment ions in this photon energy range, namely \(m/z\) 55, 43, 42 and 27. The reactions leading to the formation of these fragment ions based on the analysis of the experimental PEPCO data are summarized in Table 2, ordered by their experimentally derived onsets, going from lowest to highest energy, labelled (1) through (4b).
Table 2
Reactions Identified in the Dissociative Photoionization of Methyl Vinyl Ketone by Photoelectron Photoin Coincidence Spectroscopy in the Photon Energy Range of 9.5–13.8 eV.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{CH}_2\text{CHCOCH}_3^+$ ($m/z$ 70)</td>
<td>$\text{CH}_2\text{CHCH}_3^+$ ($m/z$ 42) $+$ CO ($1$)</td>
</tr>
<tr>
<td>$\text{CH}_2\text{CHCO}^+$ ($m/z$ 55)</td>
<td>$\text{CH}_2\text{CH}^+$ ($m/z$ 27) $+$ CO ($4b$)</td>
</tr>
</tbody>
</table>

With the exception $m/z$ 42, the detected fragment ions correspond to the most intense peaks in the EI mass spectrum of methyl vinyl ketone.$^{129}$ The low intensity of the $m/z$ 42 fragment ion in the EI mass spectrum can be explained by the fact that its formation proceeds through a tight transition state and, therefore, the other channels outcompete the $m/z$ 42 fragment at energies more than 1 eV above the ionization energy of MVK ($\text{vide infra}$). Note, however, that this fragment ion is still present at higher energies, even if its fractional abundance is almost negligible ($\text{Figure 14}$). Based on these $m/z$ peaks, a preliminary dissociative photoionization mechanism can be established. The $m/z$ 55 fragment ion can only be formed through the loss of a methyl radical from the molecular ion (2). Similarly, there is only one reasonable pathway for the formation of the $m/z$ 43 fragment ion: vinyl radical loss from the molecular ion (3). There are several feasible reactions to yield the other two daughter ions, $m/z$ 42 and 27. The former can be formed directly from the molecular ion through the loss of CO or CH$_2$=CH$_2$. The $m/z$ 42 fragment ion may also be produced by a consecutive H-loss dissociation from the $m/z$ 43 (vinyl-loss) fragment ion. However, this possibility can be excluded based on the breakdown diagram ($\text{Figure 14}$), as the $m/z$ 42 fragment ion has a lower appearance energy than the $m/z$ 43 fragment ion, which, therefore, cannot be its parent. Of the two remaining mechanisms for the formation of $m/z$ 42 (CO or CH$_2$=CH$_2$ loss from the molecular ion), one may consider CO loss to be more
likely (1), seeing that it was also reported to be the lowest-energy dissociation channel for the structurally similar acrolein molecular ion.\textsuperscript{119} Finally, the \textit{m/z} 27 fragment ion can be the product of an acetyl radical loss directly from the MVK molecular ion (4a), or it can be formed in a consecutive fashion by a CO-loss from the \textit{m/z} 55 fragment ion through direct C–C bond cleavage (4b). This is quite like the sequential photodissociation of neutral MVK to CH\textsubscript{3}, C\textsubscript{2}H\textsubscript{3} and CO after photolysis at 193 nm, as reported by Fahr \textit{et al.}\textsuperscript{105} Statistical thermodynamics modeling, based on DFT and \textit{ab initio} calculations, was used to identify the dissociative photoionization mechanism unequivocally and the deduced mechanisms were confirmed and further refined by quantum chemical calculations.

The asymmetric fragment ion peaks observed in the time-of-flight spectrum in the 10.2–10.8 eV photon energy range indicate the presence of a metastable molecular ion. As such, the kinetics modeling was carried out by fitting both the experimental breakdown diagram and, in this energy range, also the recorded TOF spectra as shown in Figure 15.
Modeling of the breakdown diagram. Reaction rates and energy distributions were modeled using the tools of statistical thermodynamics and rate theory (see Chapter 2.4.1).\(^\text{11}\) In the model, an adiabatic ionization energy (AIE) of 9.66 eV was used, based on the experimentally derived AIE of 9.665 ± 0.013 eV. This value was obtained by fitting the first, most intense peak in the threshold photoelectron spectrum of MVK with a Gaussian function and including a 0.008 eV red shift due to field ionization in the extraction region (see Chapter 2.1.2, Eq. (10)).\(^\text{45}\) This value is in good agreement with the previous works of Morizur et al. (9.66 eV)\(^\text{130}\) and Pan et al. (9.66 eV),\(^\text{107}\) as well as with the G4/W1U calculated values of 9.634/9.680 eV. In the model of the breakdown diagram, a sample temperature of 300 K provided the best fit to the experimental data, consistent with the room-temperature effusive inlet source. Appearance energies (\(E_0\)'s) and transition state transitional frequencies as well as rigidity factors of the model were varied to obtain the best fit to the experimental data, shown in Figure 14. In the final
model, the dissociation channel (1) was modeled using RRKM theory, as quantum chemical calculations identified a tight transition state (saddle-point) along the reaction coordinate (vide infra), whereas SSACM theory was applied for the remaining four channels – all of which proceed by a loose transition state without a reverse barrier.

Figure 16. Models of the experimental breakdown diagram. (a) Coincidence signal from the m/z 55 and 27 fragment ions are summed together. (b) Fit of the model after separating the m/z 55 and 27 signal, and adding an additional consecutive channel forming m/z 27 fragment ion. The minor contribution of the parallel m/z 27 channel is depicted as a dashed line in both diagrams.
The first two fragment ions, \( m/z \) 55 and 42, appear approximately at the same photon energy, and the corresponding channels (1) and (2) were optimized simultaneously as parallel dissociations of the MVK molecular ion. The quick rise and fall of \( m/z \) 42 (1) indicates that the formation of this species is energetically favored, but it proceeds through a tighter transition state, which is why channel (1) is quickly overtaken by the competing reaction (2), and the fractional abundance of \( m/z \) 42 falls to a persistent 2.5–3% above 10.8 eV. The best-fit model provided an experimental \( E_0 \) value of 10.48 ± 0.03 eV in reasonable agreement with the calculated 10.530/10.543 eV (G4/W1U) barrier for carbon monoxide loss from the molecular ion (\textit{vide infra}). The \( m/z \) 55 fragment ion is formed through a loose transition state, consistent with a direct \( \text{H}_2\text{C}–\text{CO} \) bond cleavage, and the experimental appearance energy of 10.55 ± 0.025 eV can be compared with the G4/W1U-calculated thermochemical limit of 10.506/10.545 eV.

Channel (3) produces the \( m/z \) 43 fragment ion, most likely by a direct vinyl radical loss from the molecular ion. The best fit of the model provided an experimental appearance energy of 11.01 ± 0.05 eV. This value is almost the exact average of the calculated thermochemical limits of 10.996 eV and 11.023 eV, obtained from G4 and W1U calculations, respectively. As it will be shown later, this \( E_0 \) value is consequential as it serves as the starting point of thermochemical calculations to derive the heat of formation of the neutral precursor. Therefore, it was evaluated how possible systematic errors in the statistical model might affect this value, making sure that SSACM is in fact the right choice for modeling this channel. As mentioned before, RRKM theory may underestimate the onset of an ionic dissociation occurring on a purely attractive potential energy surface (\textit{i.e.} reaction without a reverse barrier) when a large kinetic or competitive shift is present.\(^{40} \) This is indeed the case for (3), which is in competition with (2).
In order to validate the choice of statistical theories for modeling this system (rac-RRKM for tight and SSACM for loose channels), a second model was constructed, in which channels (1–3) were all modeled by (rac-)RRKM theory. Even though this second model resulted in an equally good fit to the experimental data as the original model shown on Figure 16, it did provide a lower $E_0$ value for channel (3) by more than 0.1 eV ($E_0[RRKM] = 10.90 \pm 0.05$ eV; $E_0[SSACM] = 11.01 \pm 0.05$ eV). Furthermore, the RRKM appearance energy is not only deviates more from the G4/W1U calculated thermochemical limits of 10.996/11.023 eV, but this second model also predicts the relative difference ($\Delta E_0$) between the onsets of the first two loose channels (2 and 3) to be significantly lower than quantum chemical calculations suggest ($\Delta E_0[G4/W1U] = 0.490/0.478$ eV; $\Delta E_0[SSACM] = 0.46 \pm 0.06$ eV; $\Delta E_0[RRKM] = 0.37 \pm 0.06$ eV). It is expected that the G4- and W1U-computed appearance energy differences are more reliable than their absolute values, as they are affected by similar errors. Aside from literature evidence, comparing the calculated and modeled appearance energy differences also confirms that the original SSACM model is, in this case, the model of choice to account for the loose channels in this particular system.

Above 13 eV, the m/z 27 fragment may form either in a parallel fashion, by acetyl radical loss from the parent ion (4a), or in a consecutive CO-loss from the CH$_3$-loss fragment ion at m/z 55 (4b). As the enthalpies of formation of the possible products of these reactions are all well-known (Table 3, see later in the Thermochemistry section), the difference in their appearance energies can be calculated for both proposed mechanisms. In the absence of a reverse barrier, the $E_0$ difference between two competitive channels is equal to the difference between the heats of formation sum of the ionic and neutral products. Furthermore, in this case, channels (3) and (4a) correspond to a complementary pair of ions/neutrals and the $E_0$ difference is equal to the
difference in the ionization energies of the neutral products: the acetyl and vinyl radicals. Using (3) as reference, the literature thermochemical data places the appearance energy of the acetyl-loss m/z 27 fragment ion (4a) 1.53 eV higher than that of (3, \(E_0 = 12.54\) eV). However, when the formation of the m/z 27 fragment ion is modelled solely as coming from a direct dissociation (4a) of the parent ion, in parallel with channel (3), the model can only fit the experimental data if the \(E_0\) lowered below 12.1 eV, indicating that (4a) alone cannot account for all of the experimentally measured m/z 27 signal. Here, I would like to point out an alternative to measuring ionization energies by photoelectron spectroscopy: if the m/z 27 channel from the parent ion were more intense, the vinyl ionization energy, which is cannot be measured directly, could nevertheless be established experimentally based on the MVK breakdown diagram, analogously to, e.g., the IE of the isopropyl and the t-butyl radicals.

Therefore, the m/z 27 fragment ion is mostly due to a consecutive CH\(_3\) + CO loss mechanism (4b). Does the direct CH\(_3\)CO loss (4a) contribute to the m/z 27 peak at all? Using the statistical model, this issue can be addressed even without explicitly modeling (4b). If the fractional abundance of a secondary fragment ion (produced only through a consecutive dissociation channel) is summed into its precursor ion’s abundance, the resulting simplified breakdown diagram can be fit without including the consecutive dissociation. Therefore, to test if channel (4a) also contributes, the experimental breakdown curves of the m/z 27 and 55 fragment ions were summed together and the model, which included only channels (1–3), was fitted to this data (Figure 16, a). The best fit of the model indicates that m/z 27 signal can be accounted for as a sequential product of m/z 55, yet there is a small improvement in the fit if channel (4a) is also included in the mechanism in competition with channels (2) and (3), using the appearance energy of 12.54 eV (vide supra), based on the experimental \(E_0\) for m/z 43 and the
calculated appearance energy difference of the \( m/z \) 43 and 27 channels. While minor contributions cannot be excluded from the parallel channel (4a), the modelling does not conclusively prove that it plays a part in the dissociative photoionization of MVK.

The dominant, consecutive component of the \( m/z \) 27 trace was modeled by including (4b) in the statistical models and, to make sure that over-parametrization of the model is avoided, the minor channel (4a) kept frozen in the simulation (Figure 16, b). The best fit provided an experimental onset for (4b) at 12.95 eV, which is in agreement with the G4/W1U calculated 12.916/12.961 eV. Channel (4b) is clearly overestimated above 13.3 eV, which cannot be rationalized in the absence of experimental data above 13.8 eV.

To conclude, five dissociation channels reproduce the experimental PEPICO data best: a lowest-energy but relatively tight CO loss (\( m/z \) 42, 1), two competing, loose methyl- and vinyl-loss channels (\( m/z \) 55 and 43, 2 and 3, respectively) and, beyond 12.8 eV, a two-component \( m/z \) 27 formation mechanism including both a minor direct CH\(_3\)CO and the major consecutive CH\(_3\) + CO dissociation channels (4a) and (4b), respectively. Next, let us explore the potential energy surface driving the fragmentation processes.

**Potential energy surface.** Quantum chemical calculations were carried out at the B3LYP/6-311++G(d,p) level of theory to provide input for the statistical modeling and gain further insight into the dissociative photoionization of methyl vinyl ketone.\(^{60,61}\) Reaction coordinates and transition states were identified by scanning along the internal coordinates. The energies of stationary points of interest were refined using the G4 and W1U methods.\(^{66,69,70}\) Reactions confirmed to play a part in the dissociative photoionization of methyl vinyl ketone are described below and shown in Figure 17, the reported 0 K G4/W1U energies are relative to neutral methyl vinyl ketone.
Figure 17. The lowest-energy pathways to each fragment ion in the dissociative photoionization of methyl vinyl ketone. Energies are reported relative to the neutral MVK molecule, calculated using the G4 and W1U methods. Experimentally derived appearance energies from the statistical model are shown in parentheses, above which the G4/W1U calculated energies are listed.

As mentioned above, the only possibility for the formation of the m/z 55 fragment ion is methyl radical loss from the molecular ion. By scanning the corresponding H₃C–CO bond in the molecular ion, no reverse barrier was found along the methyl-loss reaction coordinate. The calculated thermochemical limits for the formation of the m/z 55 fragment ion and a methyl radical are 10.506/10.545 eV (G4/W1U), in agreement with the experimental value of 10.55 ± 0.025 eV. Similarly, vinyl radical loss from the opposite side of the molecular ion results in the m/z 43 fragment ion and this reaction also proceeds without a reverse barrier. The calculated thermochemical limits of the m/z 43 fragment ion and vinyl radical are 10.996/11.023 eV.
(G4/W1U level). This is in excellent agreement with $11.01 \pm 0.05$ eV provided by modeling the breakdown diagram.

As briefly mentioned above, in contrast to the $m/z$ 55 and 43 channels, there are several possible pathways to form the two remaining fragment ions. The $m/z$ 42 daughter ion can be formed from the molecular ion through either $\text{CH}_2\text{CH}_2$- or CO-loss. Both of these reactions require prior rearrangement in the parent ion, and thus both of them proceed through a higher-energy transition state structure. This is in good agreement with the experimental finding that even though the appearance energy of the $m/z$ 42 fragment ion is the lowest, this channel is quickly overtaken by the direct methyl- and vinyl-loss dissociations as those both proceed through significantly looser transition states. Ethene-loss from the molecular ion requires a H-shift prior to dissociation and involves a TS at 11.890/11.892 eV (G4/W1U). DFT calculations indicate that the molecular ion dissociates immediately after clearing this barrier and the G4/W1U thermochemical limit is at 10.730/10.767 eV. CO-loss, however, involves a lower-energy intermediate structure at 9.367/9.416 eV, formed by a methyl shift through a transition state at 10.530/10.543 eV (G4/W1U). The methyl-shift intermediate has enough excess energy to immediately form carbon monoxide and ionized propene as the $m/z$ 42 fragment ion. In this transition state, the mobile methyl group gets as far as 2.3 Å from the CH–CO bond, i.e., the rearrangement reaction proceeds for quite far along the methyl-loss reaction coordinate (reaction 2), after which the intramolecular rearrangement takes place. This resembles roaming pathways, except that the methyl migration concludes in isomerization, instead of hydrogen abstraction as in e.g. the isopropanol molecular ion. As this reaction exhibits a low-energy transition state, which agrees well with the experimental $E_0$ of $10.48 \pm 0.03$ eV, it most likely represents the correct mechanism for the formation of the $m/z$ 42 fragment ion. While studying
the potential energy surface of this methyl hopping, an even lower-lying transition state was located, at 10.331/10.397 eV (G4/W1U), which leads towards ethyl ketene cation formation. However, the ethyl ketene cation is not only more stable than the methyl vinyl ketone cation, it shows no distinct fragmentation pathways over MVK at low energies. Therefore, the dissociative photoionization mechanism of MVK and ethyl ketene is shared, and, because of the low-lying isomerization transition state, well-merging is likely at the fragmentation thresholds. Moreover, in the absence of well-skipping in the dissociation of the ethyl ketene ion, the statistical model for MVK should be able to describe the ethyl ketene dissociative photoionization accurately, as well. Regrettably, as the ethyl ketene DPI has not been recorded yet, the jury is still out whether this proposed mechanism holds true.

As detailed above in the modeling section, the \( m/z \) 27 fragment ion can be formed either directly from the molecular ion thorough the loss of acetyl-radical or in a consecutive fashion through CH\(_3\)- and CO-losses. Scanning along the reaction coordinates for these processes did not reveal reverse barriers in either of these reactions. The calculated appearance energy for the \( m/z \) 27 fragment ion is 12.535/12.546 eV in the case of acetyl-radical loss, and 12.916/12.961 eV for consecutive CH\(_3\)- and CO-losses (using G4 and W1U methods, respectively), the latter of which agree with the experimental value of 12.95 eV for the CH\(_3\) + CO loss.

**Thermochemistry.** If a dissociative photoionization reaction does not involve a reverse barrier and the enthalpies of formation are known for all but one species, the unknown value can be calculated using the experimentally derived appearance energy (as shown in Eq. (2), Chapter 2.1.1). There is no experimental heat of formation in recent literature for the neutral MVK, despite its atmospheric relevance. The older values are estimates, based on group additivity rules, or quantum chemical calculations.\(^{124,134-137}\) Out of these, the most commonly accepted
value is reported by Guthrie, based on the hydrogen exchange equilibrium between methyl vinyl ketone and 2-ethyl-2-methyl-1,3-dioxolane in liquid benzene. This 298 K value of $-115 \pm 11$ kJ mol$^{-1}$ can be converted to $-99 \pm 11$ kJ mol$^{-1}$ at 0 K, using the B3LYP/6-311++G(d,p) vibrational frequencies of MVK and the known elemental thermal enthalpies. The most recent 0 K heat of formation value, reported in version 1.122 of the Active Thermochemical Tables (ATcT), $-95.56 \pm 0.87$ kJ mol$^{-1}$, is based on quantum chemical calculations by Ruscic and During, and isodesmic reaction calculations by Porterfield et al. The energetics of the $m/z$ 55 fragment ion, the propenonyl cation, is also unknown. Therefore, the next direct dissociation channel, yielding the acetyl cation at $m/z$ 43, can be used as a starting point for the derivation of thermochemical values. This reaction involves no reverse barrier, and the heats of formation of both of its products are well-known. Heat of formation values used in or derived from this work are summarized in Table 3.

From these PEPICO measurements, the heat of formation of neutral MVK can be derived using the experimental appearance energy of the $m/z$ 43 channel. The 0 K gas phase heats of formation of both fragments (vinyl radical: $301.16 \pm 0.33$ kJ mol$^{-1}$; acetyl cation: $666.47 \pm 0.45$ kJ mol$^{-1}$; see Table 3) are well known. Using these values and the appearance energy of $11.01 \pm 0.05$ eV, the 0 K heat of formation of MVK is obtained as $-94.2 \pm 4.8$ kJ mol$^{-1}$ ($-110.4 \pm 4.8$ kJ mol$^{-1}$ at 298 K), in good agreement with the calculated $-95.56 \pm 0.87$ kJ mol$^{-1}$ value from ATcT. Combining this value with the MVK AIE of $9.665 \pm 0.013$ eV (derived from this work), the 0 K heat of formation of the MVK molecular ion can be calculated as $838.4 \pm 5.4$ kJ mol$^{-1}$. 
Using the heats of formation data determined here, the bond dissociation energy (BDE) between the carbonyl and vinyl groups can be determined in both neutral and ionized methyl vinyl ketone.

\[
\text{BDE} = \sum \Delta H_{0K}(\text{fragments}) - \Delta H_{0K}(\text{precursor}) \quad \text{Eq. (28)}
\]

In neutral MVK, this bond energy is 392.0 ± 4.8 kJ mol\(^{-1}\), whereas in the molecular ion, it is considerably lower at 129.3 ± 5.4 kJ mol\(^{-1}\). The BDE between the methyl and carbonyl groups in the molecular ion can also be calculated as 85.3 ± 7.6 kJ mol\(^{-1}\), showing that conjugation between the \(\pi\)-orbitals of the vinyl and carbonyl groups represent a stabilizing factor of approximately 40–45 kJ mol\(^{-1}\), compared to the bond between the carbonyl and methyl groups in the molecular ion.

PEPICO spectroscopy has been used before to estimate the 0 K gas phase heat of formation of the \(\text{CH}_2\text{CHCO}^+\) ion (\(m/z\) 55) by Li and Baer.\(^{119}\) In their work on the dissociative photoionization of acrolein, they determined this value as < 790 ± 10 kJ mol\(^{-1}\). They report only an upper limit for the \(\text{CH}_2\text{CHCO}^+\) ion because of their suspicion that the H-loss channel from the molecular ion of acrolein proceeds through a small reverse barrier. This hypothesis was confirmed by my own quantum chemical calculations (carried out as an auxiliary part of this project), which indicate the involvement of a small reverse barrier in the H-loss dissociation of the acrolein ion. In their work, Li and Baer also questioned the reaction systems and the use of unreliable ancillary data used in previous determinations of the \(\text{CH}_2\text{CHCO}^+\) heat of formation.\(^{142,143}\)

In the current work, the 0 K gas phase heat of formation for the \(\text{CH}_2\text{CHCO}^+\) ion (\(m/z\) 55) can be determined with greater certainty using the \(m/z\) 43 channel as the anchor, which yields 773.8 ± 5.4 kJ mol\(^{-1}\). This value is calculated using the fact that the \(E_0\) difference between channels 2
and 3 corresponds to the difference between the heat of formation sums of their products as shown in Eq. (29):

\[ E_0(m/z\ 43) - E_0(m/z\ 55) = \]

\[ [\Delta H_{0K}(CH_3CO^+) + \Delta H_{0K}(CH_2CH)] - [\Delta H_{0K}(CH_2CHCO^+) + \Delta H_{0K}(CH_3)] \]

from which the only unknown value is \( \Delta H_{0K}(CH_2CHCO^+) \).

<table>
<thead>
<tr>
<th>Species</th>
<th>( \Delta H_{0K} ) (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Neutral</td>
</tr>
<tr>
<td>CH(_3)</td>
<td>149.867 ± 0.059(^a)</td>
</tr>
<tr>
<td>CO</td>
<td>-113.803 ± 0.026(^a)</td>
</tr>
<tr>
<td>CH(_2)CH</td>
<td>301.16 ± 0.33(^a)</td>
</tr>
<tr>
<td>CH(_3)CO</td>
<td>-3.35 ± 0.34(^a)</td>
</tr>
<tr>
<td>CH(_2)CHCO</td>
<td>&lt;790 ± 10(^b); 773.8 ± 5.4(^c)</td>
</tr>
<tr>
<td>MVK</td>
<td>-95.56 ± 0.87(^a); -94.2 ± 4.8(^c)</td>
</tr>
</tbody>
</table>

\(^a\) Version 1.122p of the Active Thermochemical Tables\(^{139}\)

\(^b\) Li and Bae\(^{119}\)

\(^c\) this work

### 3.3. Conclusions

#### 3.3.1. 1,3-Dioxolane

Dissociative photoionization of the smallest stable cyclic acetal 1,3-dioxolane was studied by PEPICO spectroscopy. Combining this experimental technique with \textit{ab initio} quantum chemical calculations and statistical rate modeling, the dissociation channels involved in this process were identified alongside with the likely structures and energies of the stationary points driving the dissociative photoionization on the potential energy surface. Similar to other
small, oxygenated organics previously studied by PEPICO spectroscopy, a more complex
dissociation mechanism was uncovered than initially anticipated, based on available literature
and the number of detected fragment ions (C$_3$H$_5$O$_2^+$, m/z 73; C$_2$H$_5$O+, m/z 45; C$_2$H$_4$O+, m/z 44).
The statistical model unveiled significant complexity, as two channels were required to model
the formation of each fragment ion and fit the breakdown diagram. Fewer channels could not
even qualitatively reproduce the experimental data, showing that the final model did not suffer
from over-parametrization.

The most likely pathways for the six dissociation channels involved in the dissociative
photoionization of 1,3-dioxolane were revealed. These include two channels forming the H-loss
fragment ion (with experimental appearance energies of 10.14 ± 0.02 and 10.90 ± 0.08 eV
respectively), corresponding to hydrogen losses from either the acetal or one of the non-acetal
carbon atoms of the molecular ion of 1,3-dioxolane. The latter step is a barrierless dissociation,
whereas the former one includes a tight transition state structure. Modeling this step indicates
that the hydrogen tunnels through this barrier when lost from the acetal position. Two channels
result in the formation of the m/z 44 fragment ion, which are both direct CH$_2$O-losses from the
molecular ion (experimental appearance energies: 10.81 ± 0.05 and 11.30 ± 0.06 eV). The lower
energy channel proceeds through a ring opening mechanism and produces CH$_2$OCH$_2^+$ as the
m/z 44 fragment ion. Although transition state structures were identified along this dissociation
pathway, the highest energy barrier is actually the thermochemical limit of the formation of
CH$_2$OCH$_2^+$ and CH$_2$O. The higher energy reaction forming the m/z 44 fragment ion is initiated
by a H-shift between a non-acetal carbon and an adjacent oxygen atom of the molecular ion and
produces ionized vinyl alcohol. Finally, the highest energy fragment ion, m/z 45 is formed
through a parallel and a consecutive dissociation step. These two mechanisms are similar, as
both include rotational isomerization of the precursor ions and H-shifts to form the final products (CH$_2$OCH$_3$\(^+\) ion and either CHO or CO). The parallel channel was identified as a formyl radical loss from the molecular ion (experimental appearance energy: 11.62 ± 0.06 eV), whereas the consecutive channel is most likely a CO-loss from the higher energy H-loss daughter ion (experimental appearance energy: 12.39 ± 0.09 eV). For both of these reactions, the theoretical estimates for the transition states are somewhat lower than the experimental values, which may indicate that other, potentially higher but less tight, saddle points may also play a role in these dissociations.

While the dissociative photoionization of 1,3-dioxolane turned out to be more complex than initially assumed based on the low number of fragment ions, it provides a prototypical example to demonstrate the prowess of PEPICO spectroscopy combined with \textit{ab initio} quantum chemical calculations and statistical thermodynamics. Using these methods, the six fragmentation channels were explored and identified with confidence, providing encouraging results indicating that the same approach can be extended to other complicated systems in future studies of gas phase ion chemistry of small organic molecules. In a broader context, this challenging mechanism may help validate automated reaction discovery and mass spectra prediction methods.

### 3.3.2. Methyl Vinyl Ketone

The dissociative photoionization of methyl vinyl ketone was studied by photoelectron photoion coincidence spectroscopy in the photon energy range of 9.5–13.8 eV. Five major dissociation channels were identified, and their mechanism and energetics were explored by combining quantum chemical calculations with modeling based on statistical thermodynamics. The methyl group was found to be quite mobile, but it does not participate in roaming H-
abstraction processes. Instead, below the direct methyl-loss barrier, it can return and bind to either vinyl carbons to form a more stable precursor ion. One of these intermediates is the ethyl ketene cation, and the other leads to CO-loss and the formation of the \( m/z \) 42 fragment ion in the lowest-energy DPI channel. The second channel produces the \( m/z \) 55 fragment ion through a simple methyl-loss. The third fragment ion (\( m/z \) 43) is formed via a vinyl radical loss from the molecular ion of methyl vinyl ketone. Considering the available thermochemical data and the results from modelling the experimental breakdown diagram, it can be deduced that the main source of the \( m/z \) 27 fragment ion is a consecutive CO-loss from the methyl-loss fragment ion, \( m/z \) 55. The \( m/z \) 27 fragment ion may also be formed via a direct acetyl radical loss from the molecular ion. Although the onset of this parallel channel is lower than that of consecutive one, it only has a small contribution (less than \( \approx 3\% \)) to the overall relative abundance of the fragment ion, because of competition with other parallel channels with significantly lower onsets.

Based on the experimental data, the first directly measured, experimentally derived 0 K heat of formation of methyl vinyl ketone is reported here as \(-94.2 \pm 4.8 \text{ kJ mol}^{-1}\). Using B3LYP vibrational frequencies of MVK and the known elemental thermal enthalpies, this value can be converted to \(-110.4 \pm 4.8 \text{ kJ mol}^{-1}\) at 298 K. A new, experimentally derived 0 K gas phase heat of formation value for one of the main fragments of the dissociative photoionization of MVK, the \( \text{C}_2\text{H}_3\text{CO}^+ \) (\( m/z \) 55) ion is also proposed at \( 773.8 \pm 5.4 \text{ kJ mol}^{-1}\). This value improves the accuracy of previously available ones by approximately a factor of two, and provides an exact value instead of an upper limit.\(^{119}\) As this ion is also formed in the dissociation of other small oxygenated molecules, this value can be used to determine further thermochemical properties of these systems or to improve the existing values.
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APPENDIX A: RECENT DEVELOPMENTS IN PEPICO SPECTROSCOPY

As the closing part of this dissertation, through the chronological overview, I will discuss how PEPICO spectroscopy changed during the last few decades or so and will summarize the most influential steps of the process. These steps include moving PEPICO experiments to synchrotron light sources, the use of imaging detectors, and the development of CRF-PEPICO.

By offering a viable solution to the “hot electron problem” (see Chapter 2.1.2), in 2003 Sztáray and Baer gave a new boost to PEPICO spectroscopy, which has led to several new developments. The importance of their work is well illustrated by the fact that the first PEPCO experiment was carried out in 1967 by Brehm and Puttkamer. After this, the “hot electron problem” had been challenging scientists in the field of PEPICO spectroscopy for more than 30 years. Several possible solutions had been developed and tested, but none of them proved to be both effective and compatible with coincidence detection.

With their solution to the “hot electron problem” Sztáray and Baer broke through a barrier that had been holding back PEPICO spectroscopy for decades. In this chapter I will discuss how the original TPEPICO technique, described in the previous chapters, was improved during the last 10-15 years by moving PEPICO experiments from low-intensity, laboratory based light sources to state-of-the-art, tunable synchrotron light sources and by the use of imaging detectors.

Mehr Licht! – Moving Towards a Brighter Future

In their original publication on the use of velocity map imaging to solve “the hot electron problem” Sztáray and Baer already mentioned that a new type of PEPICO spectrometer had been designed at the Advanced Light Source (ALS) synchrotron. At this point, it was probably only
suspected that moving PEPICO experiments to tunable synchrotron light sources would bring a renaissance in photoelectron photoion coincidence spectroscopy. Since then, close to the end of first decade of the new millennium PEPICO spectrometers were constructed at different synchrotron facilities around the globe, including but not limited to the Swiss Light Source in Switzerland,\textsuperscript{148, 149} the Synchrotron Soleil in France,\textsuperscript{150, 151} or the Hefei National Synchrotron Radiation Laboratory in China.\textsuperscript{152}

In order to understand why PEPICO spectroscopy grew more popular with transition to synchrotron facilities, first, let’s discuss briefly what synchrotrons are and what benefits they offer. A synchrotron is a type of particle accelerator in which the particles travel in a closed-loop circular path. In the case of synchrotron light sources, the accelerated particles are electrons, which usually originate from a linear accelerator (also called an electron gun), then first further accelerated in a booster ring before being injected into the main storage ring of the synchrotron. In the main ring the electrons reach velocities close to the speed of light (>0.9999\textit{c}). In order to bend the electron beam into a closed looped path, strong magnetic fields are applied along the main storage ring, which can alter the direction of the accelerated electrons. These magnetic fields will subject the electrons to an acceleration perpendicular to their velocity vector, under which conditions the accelerated electrons will emit a broad spectrum of electromagnetic radiation (from X-rays to microwaves) with high flux, high stability and high brilliance. The latter is defined as the number of photons per second, per unit source size and divergence in a given bandwidth. To illustrate the power of synchrotron light sources, consider the following example: the brilliance of the sun is at least six orders of magnitude smaller than that of synchrotron light sources, and this difference can be even bigger when the newest, state-of-the-art synchrotrons are considered.\textsuperscript{153} Another great benefit of using synchrotron light sources is
the tunability of the photon energy. Due to the use of high resolution monochromators, synchrotrons provide light not only with high brilliance, but also high photon energy resolution the photon energy of which can be controlled with great precision and accuracy.

Thanks to the high brilliance and tunability of synchrotron light sources, photoelectron photoion coincidence measurements at synchrotron facilities provide better quality data with a considerably shorter required measurement times than any previous, laboratory-based experiment. This way the time frame of a typical PEPIO measurement decreased from the order of days, to the order of mere hours. At synchrotron light sources ionization rates of $10^5$–$10^6$ s$^{-1}$ can be achieved. This new improvement, however, did not come without new challenges. Such high ionization rates correspond to an average time difference of 1–10 μs between ionization events. This time is on the order of typical ion TOF values during a PEPICO experiment, meaning that with higher ionization rates these events will significantly overlap. Consequently, as previously discussed, instead of the single-start/single-stop data acquisition scheme, the multiple-start/multiple-stop approach is used (vide supra in Chapter 2.1.2).

**Imagine Imaging – Benefits of Using Electron and Ion Images in Coincidence Experiments**

The new type of PEPICO spectrometer mentioned by Sztáray and Baer in their 2003 paper on hot electron suppression$^{29}$ was eventually built at the Swiss light Source. It was novel not only in the sense that it took benefit of the intense radiation provided by the VUV beamline$^{82}$ of the synchrotron light source, but it was also equipped with an imaging electron detector – an upgrade compared to the two-anode setup of Sztáray and Baer – and thus, an upgraded version of photoelectron photoion coincidence experiments, the imaging PEPICO (iPEPICO for short) was born in 2008.$^{148}$
The use of an imaging electron detector offers various advantages in coincidence experiments. First of all, it significantly simplifies the hot electron subtraction. In the original, two-anode setup, threshold electrons needed to be focused exactly into the central electrode, with energetic electrons focused on the surrounding ring electrode for sufficient hot-electron subtraction. On the contrary, when a complete electron image is used, the center and surrounding ring areas can be selected freely, and their radii can be adjusted post-experimentally in order to obtain optimal data quality.

The real power of using electron imaging detectors with velocity map imaging is the fact that not only threshold, but all energetic electrons are detected. Under VMI conditions, the position of an electron on the imaging detector is proportional to its initial energy, therefore one can obtain the initial electron energy distribution from an electron image. In recent years, several approaches were published to reverse transform the electron image into initial electron energies and therefore gain information about all the detected electrons.\textsuperscript{154,155} By obtaining the energies of all electrons detected on the imaging detector, new avenues of data collection and interpretation opened up in coincidence experiments. Previously, it was demonstrated how mass selected photoelectron spectra can be obtained from TPEPICO experiments and how it can be used to identify components even in isomeric mixtures. With electron imaging, the mass selected photoelectron spectrum can be constructed from one single image, as it contains a range of electron energies. The PES can be imagined as a radial cross section of the electron image, where zero kinetic energy electrons are in the center and moving radially towards the edge of the image higher and higher energy electrons are detected. Plotting the detected intensity as a function of electron energy results in the photoelectron spectrum. This approach was first used in 2013 at the Swiss Light Source synchrotron in a proof-of-concept experiment to qualitatively
determine the composition of an isomer mixture. By comparing the mass-selected photoelectron images to those of reference compounds, not only the components of the isomer mixture were identified, but also the relative ratio of them determined. Later, the same method was also applied to study the radical products of different flames.

Besides photoelectron spectra, breakdown diagrams can also be generated from one single image, measured at a fixed energy instead of scanning over a wide photon energy range. As the electron image provides information about the electron energy, using Eq. (3) the ion internal energies can be calculated, as the photon energy and the ionization energy of the sample is known, and the sample’s thermal energy distribution can be calculated based on Eq. (4). As the breakdown diagram is a plot of relative ion abundances as a function of ion internal energy, it is possible to obtain a complete breakdown diagram by using one single electron image obtained at a fixed energy in coincidence with the produced photoions. In their proof-of-concept experiment, conducted in 2014, on the dissociative photoionization of three bromobutyne isomers, Bodi and Hemberger showed that breakdown diagrams can be obtained from a single electron image, and that these BDs provided the same experimental $E_0$ values than ones from traditional, scanning measurements. This VMI-PEPICO approach might be useful for the study of species with low signal levels (e.g. highly reactive or elusive gas phase species) or when short measurement times are necessary.

After seeing the advantages of using electron images in PEPICO spectroscopy, it quickly became clear that a similar upgrade on the ion detection side of the experiment can bring further benefits. Just two years after the construction of the previously mentioned iPEPICO endstation at the Swiss Light Source, it was updated by the addition of a second imaging detector on the ion side, resulting in a new, updated experimental setup, the double imaging or
Nowadays, modern, synchrotron based PEPICO spectrometers follow the same double imaging design.

One application where ion imaging proved to be beneficial is experiments using molecular beam inlets. In a molecular beam it is not uncommon that besides the monomer of the neutral molecule AB, its higher order clusters, $AB_n$ ($n = 2, 3, 4 \text{ etc.}$) are also present. In this case, it used to be challenging to distinguish between molecular ions originating from direct photoionization of the monomer ($AB + h\nu \rightarrow AB^+ + e^-$) and from dissociative photoionization of a dimer ($\left(AB\right)_2 + h\nu \rightarrow AB^+ + AB + e^-$) or bigger clusters. However, due to the increased mass of clusters, their flight time will be increased too, and they will hit the ion detector at a different position than a monomer. For example, Nahon et al. successfully separated the monomer, dimer and higher order clusters of camphor from a molecular beam, and the ion image also provided successful separation between ions originating from the molecular beam and those being part of the thermal background.

Another advantage of ion detection by velocity map imaging in coincidence experiments is the fact that the ion image contains information about the kinetic energy release upon dissociation. Large ions, which dissociate statistically from their ground electronic state, usually have broad distributions with a maximum close to zero. Some samples, however, dissociate directly from an excited and repulsive electronic state, therefore producing ions with relatively large translational energies. Furthermore, certain smaller ions do not dissociate statistically, and they produce fragments in specific electronic and/or vibrational states. Using ion imaging, these states can be identified, and even non-statistical behaviors can be studied.
The most recent development in PEPICO spectroscopy exploiting ion imaging was made by Osborn, Sztáray, and co-workers in 2016, and aimed to decrease the false coincidence background from PEPICO experiments.166 In this prototype setup, an einzel-lens-style ion deflector assembly was added to the ion flight tube of the experiment. Applying time-dependent voltages to this assembly results in time-dependent spatial distribution of ions. In the prototype setup, both photoelectron and photoion detection events have spatial coordinates in addition to their timestamps. Based on the detected time-of-flight of an ion, considering the experimental geometry, it can be calculated when the ion was deflected and how long it experienced the deflection field. Considering the voltages applied to the deflection assembly at this time, the impact coordinates of the ion can be predicted. If the difference between this predicted position and the experimentally detected one is greater than a predefined tolerance, the ion is considered to be part of a false coincidence background and discarded, otherwise it is kept as a true coincidence. Applying this false coincidence suppression scheme, the dynamic range of the experiment was increased by at least two orders of magnitude, and in a proof-of-concept experiment, using Ar gas sampled from a molecular beam, ionized argon clusters up the argon nonamer ion, Ar$_9^+$, were detected. For comparison, in the previous experimental setup without false coincidence suppression, the heaviest Ar ion cluster was the tetramer, Ar$_4^+$, which was hardly detectable even under ideal experimental conditions due to the higher level of the false coincidence background.

**Time Is of the Essence – CRF-PEPICO**

The most recent development in PEPICO spectroscopy was carried out as an international collaboration between several research groups from the United States and Europe. The main goal of this project was to introduce a new dimension, time, to the already existing $t^2$PEPICO
With the ability of studying reactions in a time-dependent manner, a whole new avenue of possibilities opened up in the field of PEPICO spectroscopy. In this subchapter, I will discuss how this new dimension was introduced to the experiment, give a description of the new experimental setup, and provide some examples to demonstrate the power of this new experiment.

The new experiment, which represents the state-of-the-art in the field at the moment, was named CRF-PEPICO (Combustion Reactions Followed by PEPICO) to commemorate the collaboration with the Combustions Research Facility at Sandia National Laboratories in Livermore, CA. It was first described in a publication in 2017. During the development of this new experimental setup, the ion and electron optics of the existing \textsuperscript{i}PEPICO experiment were redesigned and rebuild in order to accommodate a quartz, slow-flow tube reactor inside the ionization chamber. The cross section of the CRF-PEPICO spectrometer in shown on Figure 18.

![Figure 18. Cross-section of the CRF-PEPICO spectrometer along the center line of the electron and ion plates (on the left and right, respectively). The flow tube and the ionizing radiation are perpendicular to the plane of the figure. Calculated equipotential lines are shown in light red.](image)

The newly designed electron and ion optics consist of a sets of individually controllable electrode plates, 12 on the electron side and 14 on the ion side. Each plate is 0.5 mm thick and
has a 24 mm inner and 90 mm outer diameter. The plates are separated by 6.25 mm with the
exception of the last seven plates on the ion side where this distance increases to 9 mm. The first
electron and ion plates are cut along a cord to provide room for the flow reactor, running
between these plates, perpendicular to the extraction field and parallel to the incoming VUV
radiation. As the voltages applied to the plates can be controlled individually, the effective
length and field strength of the low- and high-field regions in the Wiley–McLaren ion mass
analyzer can be fine-tuned and changed without breaking vacuum, in order to provide both space
focusing (for improved mass resolution) and VMI conditions (for the previously mentioned false
coincidence background suppression scheme). The total length of the ion optics is 105.7 mm,
followed by a field free flight tube, which houses the previously described ion-deflection
apparatus. The ion detector is mounted at the end of the flight tube, 1000 mm from the
ionization point. On the electron side, the length of the electron optics is 75.5 mm followed by a
field free electron flight tube and the electron detector, which is mounted 750 mm from the
ionization spot, resulting in a total distance of 1.75 m between the electron and ion detectors.

The heart of the CRF-PEPICO experiment is the slow-flow quartz reactor, similar to the
one previously used by Osborn et al. in their photoionization mass spectrometer. In the
prototype of the CRF-PEPICO spectrometer the reactor was a 60 cm long quartz tube with
1.27 cm outer and 1.05 cm inner diameter and a 300 μm pinhole at the halfway point along the
tube. Since then, reactors with slightly different dimensions (most importantly with different
pinhole sizes) were also utilized in order to optimize reaction conditions. Gases are metered and
introduced into the flow-tube through mass flow controllers, and the inner pressure is maintained
between 1 and 4 mbar. Radicals are generated inside the flow-tube by photolysis, using a pulsed
Nd-YAG laser. In order to minimize radical loss to the walls of the tube, its inner surface is
coated in halocarbon wax. The reaction mixture is sampled through the pinhole on the side of the reactor, into the ionization region of the CRF-PEPICO spectrometer, where the background pressure is kept below $6 \times 10^{-6}$ mbar. Here, it is intersected by tunable, synchrotron VUV radiation, parallel to the flow-tube. The distance between the pinhole and the incoming VUV beam can be changed in the region of $21 \pm 4$ mm. The total gas flow rate in the reactor is set in a way that the gas sample inside the tube is completely replenished between laser pulses, therefore every pulse generates a new sample of radicals. These radicals are ionized by VUV radiation and the produced photoelectrons and photoions are detected in coincidence on imaging detectors. Besides the arrival times and the spatial coordinates of the detected ions and electrons, the timing of the laser pulse is also recorded. Therefore, time dependent information can be obtained from the experiment, which opens up the possibility of using PEPICO spectroscopy for reaction kinetics studies.

In order to demonstrate the power of this new experimental apparatus, Sztáray et al. studied the kinetics of the reaction between iodomethyl radicals and molecular oxygen.\textsuperscript{149} Metered flows of diiodomethane, oxygen and argon as a carrier gas were mixed inside the reactor tube, and the photolytic reaction was initiated by a 355 nm laser pulse from a Nd-YAG laser. The produced iodomethyl radicals, reacted with oxygen to form the elusive CH\textsubscript{2}OO radical, as shown in Eq. (30) and Eq. (31):

$$\text{CH}_2\text{I}_2 \xrightarrow{355\text{ nm}} \text{CH}_2\text{I} + \text{I} \quad \text{Eq. (30)}$$

$$\text{CH}_2\text{I} + \text{O}_2 \rightarrow \text{CH}_2\text{OO} + \text{I} \quad \text{Eq. (31)}$$

For the kinetic experiment, the concentration of oxygen was varied, but was maintained at high excess compared to the concentration of iodomethyl radicals to provide pseudo-first order conditions. By plotting the mass-selected iodomethyl ion signal as a function of kinetic time...
(time elapsed from the laser pulse) at different oxygen concentrations, and fitting the kinetic traces with single exponentials, the pseudo-first order rate constants were derived which showed a linear correlation with the oxygen concentration. The slope of this linear fit provided the second order rate coefficient, in good agreement with existing literature values, demonstrating that the CRF-PEPICO spectrometer is well suited for kinetic measurements.

Further power of this experimental setup was demonstrated by the fact that by using appropriate spatial and temporal restrictions for coincidence selection, even the very elusive CH$_2$OO – the so-called Criegee intermediate, a key species in atmospheric oxidation, the product in Eq. (31) – was detectable in the mass spectrum. Due to its high reactivity and short half-life, CH$_2$OO is usually not detectable under usual conditions. However, by selecting coincidence signal only between threshold electrons (detected in the center of the electron detector) and ions detected close to the pinhole of the flow-tube reactor (where the CH$_2$OO concentration was assumed to be highest), and further enhancing the sensitivity by restricting the considered signal to coincidences detected 0–5 ms after the laser pulse (when the local concentration of CH$_2$OO is the highest), even such fleeting species could be successfully detected.

Experiments focusing on the dissociative photoionization reactions of 1,3-dioxolane and methyl vinyl ketone – the central topics for the Chapter 3 of this work – were measured using the above described CRF-PEPICO spectrometer. The exact and relevant experimental parameters are given in the corresponding parts of Chapter 3.